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Abstract. Insider security breaches in organizations have been identified as a 

pressing problem for academics and practitioners. The literature generally addresses 

this problem by focusing on the compliance of human behavior to stated policy or the 

conformance with organizational culture. The cultural stance and resultant activities of 

organizational insiders are key determinants of information security. However, whilst 

compliance with security policies and regulations is of great importance, the very 

structure of human activities that facilitates or hinders such compliance have seldom 

appeared in the literature. In this paper we present a human activity model that captures 

different aspects of a security culture. The model elucidates the patterns of behavior in 

organizations. Applying the model before and after an insider security breach allows us 

to make salient, critical areas that need attention. 

Keywords: Human Activity Model, Insider Threats, Security Culture, Action Design 

Research. 

1   Introduction 

Cyber-security threats are not always embedded in the technical infrastructure and 

operations of the enterprise. Vulnerabilities often arise in the socio-technical space of 

norms, beliefs and shared models of reality that embody an organization’s culture. 

Developing analytics that incorporate the socio-technical environment of the 

organization is technically and conceptually complex. 

The problem of increased security breaches that are instigated by insiders was first 

recognized by Denning [1]. In later years, issues related with insider threats were 

further vocalized through a series of reports by the now defunct Audit Commission in 

the UK [2], [3], [4] and the Office of Technology Assessment in the US [5]. These 

studies highlighted the importance and the role played by insiders in perpetuating 

computer related crimes. Subsequently, several case studies on Barings Bank, Kidder 



   

 

 

Peabody and Societe Generale provided evidence that, indeed, the majority of computer 

related threats reside within organizations (see [6]). Similar evidence has been provided 

by other research organizations, such as the Computer Security Institute and the CERT 

division of the Software Engineering Institute at Carnegie Mellon University.  

Insider threats mainly refer to the intent of dishonest employees to commit some form 

of cyber-crime ([10]; [11]). Insiders are capable of disrupting operations, corrupting 

data, infiltrating sensitive information, or generally compromising an IT system, 

thereby causing loss or damage ([12]; [13]). As the discussion on the insider threat has 

evolved considerably over the past decade, so has the very definition of the term 

‘insider’. Nowadays, it is not only employees who have privileged access to the assets 

of an organization, but also volunteers, consultants and contractors ([14]; [15]). Access 

is also given to business partners or fellow members of a strategic alliance, whereas 

contractors now include employees of a cloud service provider [16]. Hence, a more 

appropriate alternative to the term ‘insider’ would be a ‘(person with) specialized 

access' [16].  

In this paper, we build on the Action Design Research (ADR) concept as proposed by 

Sein et al. [7] to develop a method for modeling insider security threats. This is 

undertaken in the context of an online business – Crown Confections. Our model is 

based on an in-depth understanding of human activities at the workplace and aims to 

capture both malicious and non-malicious insider threats. We draw on the 

organizational studies literature to argue that human activities and the silent messages 

that are emanated by individuals can be used as key indicators of insider cyber-security 

breaches. The application of E. T. Hall's theory of silent messages allows us to identify 

any possible trouble areas with respect to insiders and prioritize cyber-security 

interventions that could take the form of strategy, training or policy initiatives.  

The paper adopts the publication schema for a design science research study as 

suggested by Gregor and Hevner [41] and is organized as follows. The following 

section presents a review of the literature on insider threats. The third section examines 

relevant literature on ADR and outlines the different stages of the method. In the fourth 

section, we sketch our conceptual basis for developing a human activity model of 

insider threats at Crown Confections. The fifth section discusses the evaluation of the 

model. The sixth section paper presents an analysis of the key findings, and the final 

section includes a summary of our research and its limitations, as well as directions for 

future research. 

2   Literature Review 

In the insider threat literature, three main informing bodies can be identified. First, 

studies that present ever so sophisticated technical approaches to manage insider 

threats. Second, studies that examine the socio-organizational aspects of insider threats. 

Third, studies that address different response mechanisms following an insider breach.   

In the realm of technical approaches to insider threats, Denning’s [1] intrusion-

detection model was one of the earlier works to identify attempted system break-ins by 



   

 

 

outsiders, as well as abuse by insiders who misuse their privileges. In subsequent years 

several other similar models have been proposed. For instance, Bowen [6] define a 

threat model designed to deceive, confuse and confound attackers so that they 

ultimately abandon the impregnation efforts. This is undertaken by introducing host 

and network sensors in the architecture. Yet in other cases, honeypot technologies have 

been proposed as a means to catch insider threats [17]. Insider threats within database 

systems have also been well researched, where user tasks are mapped to the transactions 

(see [18]). Generally speaking, the wealth of research in technical approaches to insider 

threats has focused on restricting access, technical monitoring or, at most, predictive 

modeling. While important, an exclusive focus on these approaches falls short of 

providing a holistic perspective in modeling and managing insider threats.   

Socio-organizational aspects of insider threats have also been well researched (see [11] 

and [16]). Although the problem of the insider threat is defined and framed in different 

ways, and this has resulted in an abundance of approaches, the majority of studies share 

one thing in common: they treat all insiders as potentially malicious. In this strand of 

literature, insider threats emanate from available opportunities, work situations and 

personal factors [10]. Based on monitoring and profiling, this literature primarily 

addresses issues of policy compliance, sanctions, deterrence and neutralization 

techniques ([19], [20], [21], [22], [11]). Non-malicious violations are also examined in 

the insider threat literature [23]. These are typically associated with lapses, errors and 

mistakes, which are unintentional ([24], [25]). However, more recent studies transcend 

the distinction between malicious and non-malicious insiders, and consider the insider 

threat as the departure of human behavior from compliance with security policies, 

irrespective of whether this is the result of malice or disregard for such policies ([26], 

[27]).  

Research that examines the response to insider threats has largely been related to 

aspects of compliance with stated policy. As a result, the focus has been more on 

deterrence and the disciplinary actions that might influence human behavior. Several 

studies have focused on identifying antecedents to cyber-security compliance. For 

instance, Vance [28] found that routine activities of employees along with past behavior 

have a significant effect on compliance behavior. Herath [29] also found social 

influence to have a strong impact on compliance intention. In a related piece of 

research, Herath [22] investigated the role of penalties in encouraging positive 

information security behavior. Their findings indicate that certainty of detection has a 

positive impact on compliant behavior, whereas severity of punishment has a negative 

impact on intention to comply.    

The lack of consensus in research regarding compliance antecedents has led to an 

exploration of other factors that might help achieve security compliance as well as 

ensure an adequate response to insider threats. Prominent amongst these strands of 

research is the work of Ramachandran [30] on security culture, Hedström [31] on value 

conflicts, Talib [32] on employee emancipation. Along similar lines, Dhillon et al. [33] 

suggest the modeling of silent messages as a way of monitoring insider threats. In this 

paper we heed to these assertions and provide a human activity model for insider 

threats.  



   

 

 

3   Method 

ADR helps in developing a prescriptive design artifact in an organizational setting. 

Typically, ADR is used to address a particular organizational problem through 

intervention and evaluation. This is followed by the construction and evaluation of the 

artifact, which would allow for the problem to be solved. Over the years, ADR has been 

extended to areas such as business intelligence and security breach detection. However, 

despite its significant contributions to knowledge creation in IS, both in the form of 

viable artifacts and abstract theoretical constructs [41], the adoption of ADR in 

computer security research is still underdeveloped. Most notably, Chen et al. [37] 

adopted ADR to build a model to assess the risk of system downtime in computer 

networks due to the exploitation of software vulnerabilities. Puhakainen and Siponen 

[38] developed a theory-based IS security training approach, which they then validated 

empirically through an action research intervention. Other relevant applications of 

ADR include the work of Waguespack et al. [39] in the formulation of security design 

through Thriving Systems Theory, as well as the risk reporting prototype that Beer et 

al. [40] developed for information-dense IT projects. 

Methodologically, any ADR project follows four well-defined stages: 1) Problem 

Formulation; 2) Building, Intervention, and Evaluation (BIE); 3) Reflection and 

Learning; 4) Formalization and Learning. The problem formulation of this research 

project is presented in the two preceding sections. In building, intervening and 

evaluating, we define the alpha version of the model (see Fig. 1). We then engage in 

reflection and learning to identify any new requirements that emerge from our exercise. 

Finally, we formalize our learning and prepare a second iteration of the model, which 

would lead to the development of the beta version of the model. This paper presents an 

early alpha version of our insider cyber-security threat model and identifies possible 

research directions in further refining the model towards the development of the beta 

version.   

 

Fig. 1. Action Design Research adopted in this project (based on [7]) 

The development of an artifact is central to ADR. In our research, we consider artifacts 

as ensembles. As Orlikowski and Iacono [8] note, there are multiple ways in which IT 



   

 

 

artifacts come into being. In this research project, we articulate ADR following the 

‘technology as development process’ conception of the artifact [8]. This view of the 

artifact focuses on the social processes that are related to the design, development and 

implementation of the technical artifact.  

In our research, the artifact in question is the computer-based model for insider cyber-

security threats. Using the Orlikowski and Iacono [8] vocabulary, this kind of artifact 

“examines the role of key stakeholders… [and] how such roles engender conflict, 

power moves, and symbolic acts.” Our computer-based model offers valuable insights 

into the complex organizational and socio-political processes that are involved in the 

formulation and implementation of cyber-security strategies and policies. Hence, the 

model of insider threats becomes a management tool for constant monitoring and 

assessment of threats as these emerge. In due course, the artifact may reshape itself to 

influence structure of operations and the related business processes (as postulated by 

[9] among others). Finally, we argue that given an instrument that faithfully measures 

the constructs of the model as they manifest in the subjects, the responses of individuals 

are patterned with (and are therefore not independent of) organizational cyber-security 

rules, best practices, and technical controls. In other words, our instantiation of the 

human activity model is sensitive to cyber-security rules, best practices, and technical 

controls.  

4   Artifact Description 

To develop our insider threat model, we draw on a conceptual framework that is based 

on Hall's theory of silent messages. Hall [34] argues that silent messages are emanated 

via human activity interactions, such as language, greeting protocol, gender and status 

roles, and these get manifested at three levels – formal, informal and technical. In this 

paper, we argue that an understanding of these cultural streams at the formal, informal 

and technical levels can be critical for the defense of the organization against insider 

threats, and should, therefore, be assessed on a regular basis. In our human activity 

model for insider threats, there are two concepts that need elucidation. First, the Primary 

Message System (PMS) and cultural streams as proposed by Hall [34]. Second, the 

manifestation of these cultural streams in terms of formal, informal and technical. 

These are discussed below. 

Hall's [34] taxonomy of behavioral patterns allows us to capture, at a moment in time, 

the attitudes of employees on matters of security. Each application of the taxonomy 

generates a panel of data allowing for analyses of changes in organizational security 

culture over time and between events of interest. In this paper we provide an example 

of how our adaptation of Hall’s [34] taxonomy of behavioral patterns allows us to 

monitor and interpret the change in attitudes of different employees before and after the 

occurrence of a security breach. In his intercultural communication theory, Hall [34] 

argues that “no culture has devised a means for talking without highlighting some 

things at the expense of other things.” Put another way, cultures demonstrate their 

idiosyncrasies in observable ways. He attempts to unearth different aspects of human 

behavior that are taken for granted and are often ignored by classifying them into 



   

 

 

streams that interact with each other – the silent messages. Laying emphasis on the 

concepts of time and space, Hall identified ten cultural streams that are rooted in 

physiology and biology. These streams form the primary message system (PMS), which 

is essentially a map of a wide variety of cultural and behavioral manifestations. A brief 

summary of each of the cultural streams is presented below:  

– Interactional (Int): Speech is one of the most elaborate forms of interaction, and 

it is reinforced by the tone, voice and gesture. Interaction lies at the hub of the 

“universe of culture”, and hence, every social action grows from it.  

– Organizational (Org): Refers to the complexity of associations. Hall uses the 

analogy of bodies of complex organisms as being societies of cells. In his view, 

association begins when two cells join.  

– Economic (Eco): Subsistence relates to the physical livelihood, income and work.  

– Gender (Gen): Refers to the cultural differentiation of sexes and their interactions 

and associations. 

– Territoriality (Ter): Refers to the division of space in everyday life, and 

ownership.  

– Temporality (Tem): Refers to the division of time and sequencing.  

– Instructional (Ins): Refers to a basic activity of life that includes learning and 

teaching. According to Hall, culture is shared behavior that is acquired, and not 

taught. 

– Recreational (Rec): Refers to fun and recreation as part of work and occupation. 

However, this stream also captures competitive human behavior. 

– Protective (Pro): Defense is a key element of any culture. Different cultures have 

developed different defense principles and mechanisms. The Protective stream is 

closely related to the Recreational stream since humor is often used as an 

instrument to hide or protect vulnerabilities. 

– Exploitational (Exp): Hall draws an analogy with the living systems to highlight 

the importance of evolutionary adaptation to “specialized environment 

conditions.” By extension, the Exploitational stream represents the sophistication 

in the use of tools, techniques, materials and skills in a competitive and changing 

environment. 

Hall [34] also argues that culture operates at three distinct levels, which are in a state 

of constant interaction: formal, informal and technical. His theory of culture is, 

essentially, a theory of change. Formal beliefs shape informal adaptations in behavior; 

and these, in turn, lead to technical analysis. Each of the ten streams is further broken 

down into formal, informal and technical to represent the different modes of behavior.  

For each impact of the cultural stream at the three levels, we developed an emergent 

scenario. Each scenario took the form of a statement with a 5-point Likert scale to assess 

how members of the organization feel about the given situation (refer to Table 1).  

5  Evaluation 

In our research, we have employed our artifact to undertake an assessment of insider 

threats at a small, fledgling business. Crown Confections offers an assortment of 

confections for online or phone-in purchase. Customers have the option of phoning-in 



   

 

 

their orders or purchasing their pastries from Crown’s website. Crown accepts credit 

card payments and uses PayPal’s commercial suite to process these payments in a 

secure manner. The Crown staff consists of 20 individuals. The company wanted to 

develop a mechanism for monitoring insider threats. As researchers, we proposed the 

use of silent message theory to eventually develop an artifact in the form of a dashboard. 

It was agreed that the researchers would work with the Crown Confections employees 

to first develop an alpha version, which would then lead to the development of a beta 

version following evaluation and feedback from the end users. In this paper we are 

sharing the model as it has been shaped in the alpha version [7].  

For the purposes of our research, we administered the human activity model presented 

here to the Crown Confections staff twice – once prior to the breach, and again after 

the breach. The breach included a spear-phishing and a brute force attack that 

compromised admin and user credentials. All members of the company provided usable 

responses. Our aim in administering the instrument at Crown Confections is to illustrate 

its ability to capture nuanced cultural aspects of an organization with respect to the 

attitudes, behaviors, and perceptions of its members concerning cyber-security. 

Given the formative evaluation of the artifact during the alpha-cycle, we conducted 

multiple rounds of semi-formal interviews with organizational members to give them 

the opportunity to share their experience and shape different aspects of the instrument. 

This feedback was invaluable as it helped us review key features of the instrument, such 

as the content and phrasing of certain questions. Alongside areas of improvement, 

organizational members praised the fact that the questions comprising the instrument 

touch upon aspects of cyber-security that are often overlooked in typical questionnaires 

of cyber-security risk assessment. For instance, organizational members highlighted the 

importance of examining issues of gender or the financial motivation of employees with 

respect to cyber-security. Furthermore, organizational members also agreed that regular 

monitoring of the instrument could pinpoint actionable insights on how to improve 

different aspects of cyber-security across the organization – which is our main research 

goal in this project. Hence, considering the application of the instrument in Crown 

Confections, it appears that the alpha version represents an insightful canvas for the 

examination of cyber-security as a diverse and granular socio-technical concept in 

contemporary organizations.  

6   Discussion  

The results of our artifact can provide useful visualizations for managers and executives 

who are interested in ‘soft’ aspects of cyber-security. Table 2 is a heat map that 

represents graphically the spectrum of positive and negative changes that were recorded 

in the post-breach perception of employees in relation to cyber-security. Positive 

changes indicate a move that is directed towards the high end of our Likert scale 

(‘strongly agree’), whereas negative changes indicate a move in the opposite direction. 
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The different shades of green and white account for the different levels of gradation 

between the most positive and most negative changes. In Table 2, the positive changes 

are depicted with dark color accents, whereas the negative changes are depicted with 

white color accents. Shades in between indicate that no change or minor changes 

(positive or negative). 

 

 Int Org Eco Gen Ter Tem Ins Rec Pro Exp 

F 0.85 -0.5 -0.3 -0.4 1.45 1.45 -0.25 -0.75 -0.55 1.4 

I 0.95 -1.55 0.15 0.05 0 0 1.25 -0.35 0.75 
0.2

5 

T -0.7 -0.4 0.05 0.4 -0.65 0.75 1.4 -0.15 1 0.4 

Table 2. Heat map of human activity interactions 

In terms of formalizing our learning, the analysis from the heat map can be represented 

graphically in the form of a radar map (see Fig. 2).  The graphic representation shows 

how silent messages and attitudes of individuals change following a breach. Even 

without the occurrence of a breach, the radar maps can form the basis of an insider 

threat analytics dashboard that benchmarks and monitors different aspects of cyber-

security culture. In this way, the model can help us build the cyber-security culture 

profile of a given organization.  

 

 

 

 

 

 

 

Fig. 2. Radar maps showing pre and post breach scenarios (blue line represents pre-breach 

situation and black line represents post breach). 

 

In the following subsection, we will discuss a small number (three) of cases where a 

change in the perception of cyber-security has been recorded in our study.  

6.1 Formal layer 

At the formal layer, we noticed a positive change in the Territorial stream, which 

examines how employees welcome suggestions from security professionals, which may 

change the way their Department or work group operates. A positive change shows 



   

 

 

higher agreement rates with the statement that comprises this cell, and it is, in fact, a 

reasonable reaction to a security breach. Following the breach, there may be an 

increasing need for openness as organizational members seek to share better security 

practices and get answers from others with more knowledge. However, an opposite 

reaction, namely a decreased rate of agreement with the statement, could also be seen 

as an expected outcome. The insider breach could cause organizational members to 

isolate themselves in small clusters that do not communicate with each other, or prevent 

them from reaching out to colleagues to openly discuss cyber-security related issues 

altogether. Similar effects have been noted in the literature with regards to the moral 

disengagement that security-related stress seems to produce D'Arcy [47]. This type of 

organizational stress triggers an "emotion-focused coping response in the form of moral 

disengagement from [information security policy] ISP violations, which in turn 

increases one's susceptibility to this behavior" [47, p. 285]. Stress that stems from work 

overload, complexity and uncertainty in response to a security breach could activate 

said coping mechanisms and provide the basis for the rationalization of non-compliant 

security behavior. 

6.2 Informal layer 

At the informal layer, the Instructional stream refers to how receptive employees are to 

learning from peers. As the security breach represents a moment of organizational 

crisis, organizational members increasingly seek help from their peers in order to 

mitigate difficulties associated with navigating the new, equivocal organizational 

situation. This would be particularly true in the case where there is a lack of a structured 

and well-prepared security incident response [49].  

6.3 Technical layer 

The Interactional stream of the technical layer refers to the understanding of technical 

jargon in cyber-security issues and communications. Following the breach, there seems 

to be less agreement with the reference statement of this cell, which is a plausible 

outcome. A negative change indicates that some employees may feel challenged with 

the technical jargon associated with a security breach. Despite the increasing 

investment in cyber-security training and education, organizational members that 

occupy non-technical posts are not required to use this technical jargon in their day-to-

day work. This means that it may be more difficult for them to understand the technical 

terminology and the details of how a security breach came about.  

7   Conclusions 

We have examined here the efficacy of a human activity model in providing insights to 

security culture where this efficacy can, in a sense be characterized as the sensitivity of 

the human activity model to changes in security culture. We highlight this sensitivity 

by examining pre and post breach instantiations of the model and the ensuing changes. 

We do this for a single organization. Naturally, generalizability of these findings to 



   

 

 

other organizational settings becomes "problematic." We argue here that this taken-as-

given conception of generalization is inappropriate in this case. We have applied a 

theory (i.e. Hall's [34] human activity model) in a setting that is different from the one 

in which it was developed. Our findings as discussed in section 5 demonstrate that our 

application of the theory is valid in our setting. This work is an example of type TE 

generalization – generalizing from theory to description Lee and Baskerville [43]. Lee 

and Baskerville write of this form of generalization: "researchers are interested not only 

in pure or basic research – the development, testing and confirmation of theories – but 

also in the utility of their theories in the actual business settings of executives, 

managers, consultants and other practitioners." By applying the human activity model 

in this setting we demonstrate its ability to be generalized to different settings and 

provide evidence consistent with its theoretical assertions. 

There has been a limited amount of research that focuses on pre- and post-breach 

attitudinal changes. Berezina [35] undertook a study of hotel guest perceptions 

following a breach and found changes in perceived service quality, satisfaction and 

likelihood of recommending a hotel. Similarly, Rosoff [36] conducted a behavioral 

experiment to explore individual response to cyber-crimes. The results suggest 

differences in messages that individuals exhibit following a breach. The Rosoff [36] 

study was an experimental design, which covered predefined scenarios. In one scenario, 

Rosoff [36] explored if attack characteristics and attack mode had any influence of 

victim's behavior following a breach. In the second scenario, they assessed if the 

motivation of the attacker and the resolution of the breach had any impact on the 

behavior of the victim.  

While studies such as those of Rosoff [36] and Berezina [35] do shed some light on the 

manner in which breaches manifest and how individual behavior changes or how 

victims respond, they fall short of providing an ongoing assessment of the cyber-

security situation. Our research project addresses this gap in the literature by presenting 

a proof-of-concept demonstration of a human activity model for insider cyber-security 

threats that considers the perceptions of insiders prior and after a security breach.  

Future research will be concerned with the development of a beta version of our model. 

A more mature version of the instrument could be administered across different 

organizations and industries to get a more informed understanding of the granularity of 

cyber-security as a socio-technical concept. Different research contexts and 

organizational settings may result in different iterations of the instrument. Although 

Crown Confections helped researchers gather sufficient feedback on the design and 

functionality of the instrument, a larger organization could provide a more challenging 

research setting with a larger number of responses, and perhaps more contradictory 

responses and feedback that would lead to more fine-detailed iterations of the model.  
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