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ABSTRACT: In crab ponds, dissolved oxygen is the foundation for pond 

cultivation’s survival. The changes of dissolved oxygen content are influenced 

by multiple factors. Higher levels of dissolved oxygen content are crucial to 

maintaining healthy growth of crab breeding. Affected by physic-chemical 

process of aquatic water, the changes of dissolved oxygen content have a large 

lag. In order to solve the problem of dissolved oxygen forecast, the prediction 

model which based on fuzzy neural network has been proposed in this paper. It 

integrated the characteristic of learning fuzzy logic and neural networks 

optimized performance to realize the dissolved oxygen prediction. The 

prediction results have shown it more suitable for dissolved oxygen prediction 

than grey neural network method. The prediction accuracy can meet the need of 

dissolved control. 
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1. Introduction 

Dissolved oxygen is the most important factor for fishes healthy growth. Pond 

cultivation must maintain a certain level of dissolved oxygen to make the fish health 

growth. Meanwhile, dissolved oxygen is playing a dominent role in adjusting the 

substances of oxidative decomposition in water. High levels of dissolved oxygen 

content in water can suppress and mitigate the toxic effects of ammonia and hydrogen 

sulfide and other substances on fish. Currently, farmers monitor the donamic changes 

of dissolved oxygen mainly based on the observation of biological activities. Such 

“after-control” methods always lead to a negative effect on the growth of cultured 

organisms. Therefore, how to grasp thedynamic change laws of dissolved oxygen in 

pond water,forecasting the situation of low DO content and take actsto keep the DO 

content stable in the pond is the urgentproblems to be solved. 



The DO content is not only influenced by the effectsof water physical and 

chemical properties, such as watertemperature, PH, salinity, electrical conductivity, 

but alsoinfluenced by the atmosphere environments factors. Theinteraction between 

these factors is complicated. It cannottake precise mathematical model to describe 

these nonlinearrelations. In recent years, domestic and international scholars have put 

forward lots of methods for dissolved oxygen forecasting, such as time series analysis, 

neural networks, and statistical analysis etc. 

Time series analysis is a quantitative analysis method, Time series analysis 

comprises methods for analyzing time series data in order to extract meaningful 

statistics and other characteristics of the data. Time series forecasting is the use of a 

model to predict future values based on previously observed values. Simple or fully 

formed statistical models to describe the likely outcome of the time series in the 

immediate future, given knowledge of the most recent outcomes. Due to the fact that 

the water quality changes are affected by multiple factors, there exists ramdomness. 

Hnece, time series analysis has a certain limits when conducting dissolved oxygen 

forecasts. Jiao Ruifeng, etc. Proposes a prediction model which based on grey 

relational analysis and Monte Carlo method to forecast the reservoirwater quality. Lu 

Qi adopts gray neural network modelwhich based on Grey theory and neural network 

theory toforecast the lake permanganate index.The disadvantage is that NNs can learn 

the dependency valid in a certain period only. The error of prediction cannot be 

generally estimated. The advantages are that neural network has a very strong 

nonlinear fitting capability which maps arbitrarily complex nonlinear relationships. 

It’s also easy to learn and convenient for the realization of computer. In addition, it 

has strong robustness, memory capacity, nonlinear mapping ability and self-learning 

ability. However, it also has problems,for example, premature convergence etc. 

Focused on the issue of current methods, the prediction model which based on 

fuzzy neural network has been proposed in this paper. With the combination of 

learning, imagination, adaptation and fuzzy information processing, fuzzy neural 

network can improve the overall learning and expression ability of the system. 

2.  Fuzzy Neural Network Prediction Algorithm 

2.1 Fuzzy Neural Network 

A fuzzy neural network or neuro-fuzzy system is a learning machine that finds 

the parameters of a fuzzy system (i.e., fuzzy sets, fuzzy rules) by exploiting 

approximation techniques from neural networks. Fuzzy neural network is not only has 

the traits of general neural network, but also has some special characteristics. For 

example, due to the calculation method of fuzzy mathematics, fuzzy neural nework 

makes some processing units easier, further quickening the speed of information 

processing. And because it uses the fuzzy operating mechanism, it strengthens the 

fault tolerance of the system. But the most important is that fuzzy neural network 

enlarges the scope of system information processing, enabling the system to process 

deterministic and non-deterministic information at the same time, which fortifies the 

flexibility of system information processing to a great extent. 



Both neural networks and fuzzy systems have some things in common. They can 

be used for solving a problem (e.g. pattern recognition, regression or density 

estimation) if there does not exist any mathematical model of the given problem. 

They solely do have certain disadvantages and advantages which almost completely 

disappear by combining both concepts. 

A fuzzy system demands linguistic rules instead of learning examples as prior 

knowledge. Furthermore the input and output variables have to be described 

linguistically. If the knowledge is incomplete, wrong or contradictory, then the fuzzy 

system must be tuned. Since there is not any formal approach for it, the tuning is 

performed in a heuristic way. This is usually very time consuming and error-prone.  

The basic idea of fuzzy neural network is that it tries to integrate the fuzzy 

system representation, self-adaptation of neural network and knowledge adjustment 

and discovery together into a system. Fuzzy neural network discovers and adjusts the 

membership functions of the fuzzy subsets self-adaptingly, and classifies language 

values self-organzingly. The learning ability of neural network is brought into play, 

and the system knowledge is moderately adjusted, thereby leading to a higher 

intelligence and adaptability of fuzzy neural network.
[3.4] 

Fuzzy system is a strong self-adaptation system, which can update automatically 

and continuously modify the membership functions of the fuzzy subsets. Fuzzy 

system is defined by the “if–then ” rules, based on the 
iR . Its fuzzy rule is listed 

below. 
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Here,

i

jA
 are the fuzzy subsets of the fuzzy system; i is the number of fuzzy 

subsets, j is the number of input parameters; 

i

jP
 ( j = 1，2，…，k) is the parameter 

of the fuzzy system; iy
 is the output based on the fuzzy rules, input part (that is, if…) 

is fuzzy, output part (that is, then…) is determined. The fuzzy reasoning proves that 

the output is the linear combination of the input.  

If x =［ 1x , 2x
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, kx
］, the degrees of membership can be calculated according 

to the fuzzy rules. 
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In the formula,

i

jc
,

i

jb
 belong to the center and breadth of membership functions; 

K is the number of input parameters; n is the number of fuzzy subsets. We calculate 

fuzzily based on the degrees of membership and use fuzzy operator as continually 

multiplying operator. 
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We calculate the output iy
 according to the result of fuzzy calculation. 
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Fuzzy neural network is divided into four layers: input, fuziness, fuzzy rule 

calculation, and output. Input layer connects input vector x, and the number of nodes 

are the same as the dimensions of input vector. Fuziness layer gets fuzzy degree of 

membership μ by using membershiup function (2) to blur the inputs. Fuzzy rule 

calculation layer is calculated by formula (3). Output layer is calculated by using 

formula (4). 【5】 

The learning algorithm of fuzzy neural network is explained below. 

（1） Error calculation 
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In the formula, dy
 is network expectation output; cy

 is network actual output; 

e is the error between expectation and actual output. 

（2） Coefficient correction 
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In the formula, 

i

jq
 is neural network coefficient; α is network learning rate; 

iw  

is the multiplication.  

（3） Parameter correction 
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In the formula, 

i i

j jc b
 are the center and breadth of membership functions.

[6]
 

2.2 Influntial factors of DO pond aquaculture defense 

In aquaculture ponds, the content of DO are affected by multiple factors. The main 

source of DO in the pond are originated from the disslolving of molecular oxygen in 

the air and the photosynthesis of aquatic plants. Atmospheric pressure, light, 

temperature, wind speed and direction are the main outside factors which affect the 

dissloved oxygen content in crab ponds.  

In the ponds, the consumption of DO are mainly from sediment, zooplankton, fish and 

chemical factors. According to the scientific research, the sediment, zooplankton, and 



even fish consumption of DO is very small and have little influence on the changes of 

DO. So, those factors are not taken into the account. However, because of the 

complex detection, and poor detection method, it’s hard to detect the chemical 

consumption of DO. The water quality parameters, such as water temperature, water 

depth, electrical conductivity, PH, turbidity are also affect the redox reactions. In the 

aquaculture water, conductivity change is a significant water quality indicator and has 

some connection with the change of DO. So, it choose conductivity as one important 

indicator of measuring DO changes. 

Due to the fact that the changing process of the pond aquaculture water quality is a 

dynamic concecutive change process. The changes of DO have continuities between 

two consecutive periods. During the prediction of DO, the DO in the previous time 

period is usually considered as a crucial index to measure the changes of DO. 

2.3 DO Prediction algorithm based on the Fuzzy Neural Network 

With fuzzy neural network, DO prediction is divided by three parts: the 

foundation of fuzzy neural network, the training of fuzzy neural network and the DO 

prediction of fuzzy neural network. 
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Fig 1. Process of Fuzzy Network DO Prediction Algorithm 

3. Simulation Experiment and Result Analysis 

The data used in this study are produced by the WaterQuality Monitoring System 

which Based on Wireless NetworkSystem. When it has been equipped at China 

Agricultural University-Yixing Aquaculture Internet of Thing research base in 

Jiangsu province, China, the systemhas Stable operated more than one year and has 

obtained. many water quality parameters. 

When being used in the water quality monitoring of Crab ponds, the water 

quality monitoring system is stable and can meet the production need. The Sampling 

interval is 30 minutes,which means 48 sets of data has been collected per day. we take 

350 for training, 50 for prediction. The real-time DO, conductivity, and water 



tempreture are taken as the inputs of neural network, that is, ix
, in the formula (1). We 

train the fuzzy neural network with actual DO as the outputs of neural network 

expectation.The training result is shown below. 

 
Fig 2. Resolved Oxygen Training Data Forecast Chart 

We can get forecast data by using 50 groups of data for testing to forecast neural 

network. And the result is showed in Fig 3. From the chart, the error of the result is no 

more than 0.1, which means that fuzzy neural network has a better impact on the 

forecast of the pond resolved oxygen. 

 

Fig 3. Resolved Oxygen Testing Data Forecast Chart 



In order to compare the adapatability of this method, we use the same data and 

compare them with the forecast result of grey neural network.The forecast result is 

illustrated as follows in Fig 4. 

 

Fig 4. Comparison of Fuzzy Neural Network and Grey Neural Network 

 According to the Fig 4, we can see that grey neural network forecast data 

appears obvious errors, and the forecast results of fuzzy neural network is better 

compared with that of grey neural network. The experiment shows that fuzzy neural 

network can better resolve the problem of aquatic dissolved oxygen in ponds. And the 

forecast results are more accurate, comprehensive and objective.  

Based on the analysis of the influential factors of dissolved oxygen, the research, 

which adopts fuzzy neural network methods and focuses on the forecast issue of 

aquatic dissolved oxygen in ponds, has resolved the problem of dissolved oxygen 

forecasts. According to the simulation experiment, it shows that fuzzy neural network 

prediction is more accurate. Compared with gray neural network, the accuracy of 

forecasts is higher, especially for DO forecasts. 

4.Conclusion 

Based on the analysis of the influential factors for dissolved oxygen content in crab 

ponds, the prediction model which based on fuzzy neural network has been proposed 

in this paper. It can control the learning performance error value and the total error, 

the performance of the model can be optimized for water dissolved oxygen prediction. 

When compared with grey neural network, the The experimental results has shown 

that the model has a better ability to predict the dissolved oxygen prediction content. 
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