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Abstract. This paper focuses on solving the problems of pregaand
normalizing data that are captured from a classrobservation, and are linked
with significant relevant properties. We adapt thekta using a Bayesian
model that creates normalization conditions to dl fieed artificial neural
network. We separate the method in two stageg: ifinplementing the data
variable in a functional multi-factorial normalima analysis using a
normalizing constant and then using constructed tovec containing
normalization values in the learning and testiragss of the selected learning
vector quantifier neural network.

Keywords: Probabilistic Decision Systems, Normalization @aEducation,
Formative Assessment in the Classroom, Classroomr@iism.

1 Introduction

1.1 Background and Motivation

The preparation stage of data processing is thet maigmificant procedure in
stochastic and probabilistic decision systems §h],important subclass of which is
neural networks. Modeling has an enormous impadhersuccess of a wide range of
such complex data analyses as data mining andréeattraction procedures [1, 2],
mainly because the quality of the input data inrakuwetwork models strongly
influences their data analysis’s results [1, 3] #mal efficiency of their performance,
as wrongly prepared data is likely to make the datalysis problematic [1]. The
appropriate pre-processing of input data is theesfosignificant procedure [1, 4]. A
study of the procedure for grouping collected dajahat addresses the selection of
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the data’s variables with genetic algorithms andséh algorithms’ linkage to
significant relevant properties would thereforevbkiable.

1.2 Problems with the Preparation Data Stage

Grouping these categories with the specific muéils and normalization practices in
the non-structural data’s category may, howevem\ely simplistic [1], as doing so
cannot provide solutions for significant multi-fadal unconstructed data that are
linked with significant relevant properties. A chateristic application of this method
is the domain of classroom observation [5], [6]cduese data collected from this
process fall into the aforementioned category.

Existing solutions have focused on the consoligafinase, during which data
management systems consist of a continuous protlsscapture procedure stores
unconstructed data in a well-constructed databAsé(it their basic problem is in the
pre-processing training setting, as the numberasfsible interaction factors grows
exponentially with the inclusion of each additionaain effect in the logistic
regression model. Logistic regression’s ability deal with interactions involving
many factors is therefore limited, as having toonynandependent variables in
relation to the number of observed outcome evenpsdblematic [8], [9].

1.3 Aims and Scope

This paper attempts to solve the problems of piegaand normalizing data linked
with significant relevant properties and captunemhf many sources by adapting these
factors to a first phase using a Bayesian modeldfeates normalization conditions
with an equitable distribution between the sigwifitrelevant properties of such types
of data. It also aims to adapt this normalizatioratwell-fitted neural network so it
can accept pre-processing data for training anthtgeprocedures. It does this using
two separate procedures, first implementing tha datiable in a functional multi-
factorial normalization analysis using a normaligitonstant and then using
constructed vectors containing normalization vainethe learning and testing stages
of the selected learning vector quantifier neusdlvork.

For application purposes of this model we focusttm educational domain and
more specifically on classroom observations in ptdeconstruct a decision system
able to learn to evaluate the quality of a teachpngcess given as input a set of
observations describing the events that took ptagéng this process. The required
responses of the system are boolean (yes or nojoamda statistical model which
follows the t-test. The proposed method will foarsthe normalization of the input
data, enabling the effective training of a neuethvork in order to provide evaluation
results for any given set of data. The evaluatibra deaching process can be any
value from the fuzzy set: excellent, good, adequzder.

This paper is divided in four sections. Section ésatibes the integrated data
preparation method as well as the architecturéeiteural network with the original
classroom observation model. In Section 3, thedithodel is presented, adapting the



model to the classroom observation data. FinalggtiSn 4 concludes and explains
our plans for future work.

2 Proposed Method

Figure 1 outlines the schedule of this approacHlowing our method, captured
classroom observation data are normalized usingye®8an model and adapted to a
well-fitted neural network.
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Fig. 1. The schedule of the proposed method is analyzed

2.1 Education Model

The original model is based on Systematic Obsamd8], which presents a process
for categorizing classroom observations regardirants describing the teacher’s and
pupils’ behavior in a well constructed form. Theoqéer of this method Flanders
introduced a system [9] which has formed the bfsisa number of studies in this
field [8]. He defines teaching behavior as ‘actstbg teacher which occur in the
context of classroom interaction’ [9]. Flandersided a system which is divided into
3 broad areas: teacher talk, pupil talk and silefibés classification is overviewed in
Table 1. However, in order to apply our methodomasider that the expected value
for the number of occurrences of each characteristequal to S/n, where S is the
total number of observations and n is the numbearhafacteristics. Furthermore, we
consider a confidence probability of a=0.025, raggihe area betweerfox;s, and
X%0,025, With degree of freedom=10-1=9.



Table 1: Flanders’ Interaction Analysis categories [9:,3#here T: Teacher, R: Response, I:
Initiation, S is the total number of observatiomsl & (i=1..9) is the number of observations
for each characteristic.

S
S

0.02°F

Characteristics

Parameters
Groups
Expected Result
Total
Observation Resl
Total
A=l

[En

Teacher, accepts feelir. Accepts and clarifies an

attitude or the feeling tone of a pupil in a non:

threatening manner. Feelings may be positive or
negative. Predicting and recalling feelings arduided.

2 Teacher, Praises or encourag. Praises or encourages
pupil action or behaviour. Jokes that release tendiut
not at the expense of another individual: noddiegch T-R S0 s2/s
or saying ‘Um hm?’ or ‘Go on’ are included.

3 Teacher, accepts or uses ideas of puy. Clarifying,
building or developing ideas suggested by a pupil.

Teacher extensions of pupil ideas are includecabuhe T-R  S/10 S3/S
teacher brings more of his own ideas into pElyift to
category five.

4 Teacher, Asks questior. Asking a question about
content or procedure, based on teacher ideas, théth T-I S/10 S4/S
intent that a pupil will answer.

5 Teacher, Lecturing. Giving facts or opinions about
content or procedures: expressing his own ideamgi
his own explanation or citing an authority otheartha
pupil.

6 Teacher, Giving directions. Directions, commands or
orders to which a pupil is expected to comply.

7 Teacher, Ciriticizing or justifying authority .
Statements intended to change pupil behavior from n
acceptable to acceptable pattern; bawling someatie or-I S/10 S7/S
stating why the teacher is doing what he is doing;
extreme self-defense.

8 Pupil talk — responst. Talk by pupils in response to
teacher. Teacher initiates the contact or solipiipil
statement or structures the situation. Freedonxpoess
own ideas is limited.

9 Pupil talk - initiation. Talk by pupils which they
initiate. Expressing own ideas; initiating a nevwpit
freedom to develop opinions and a line of thoutike P-I S/10 S9/S
asking thoughtful questions: going beyond the gst
structure.

10 Silence or confusio. Pauses, short periods of silence

and periods of confusion in which communicationS

cannot be understood by the observer.

S/10 S1/S

T-1 S/10 S5/S

T-1 S/10 S6/S

P-R S/10 S8/S




2.2 Integrated Data Preparation Method

According to previous study [1], the proposed téghe to formulate related features
of non-structural data is based on extracting eelateatures from text data or
documents by semantic analysis and formulates entespecific summary.

But this technique doesn’t support our cases whiehbased on % related results.
In this case, the solution of this conversion cobédfound in the Bayes's theorem
according to the posterior probability measure rigpprtional to the product of the
prior probability measure and the likelihood funati Proportional to implies that one
must multiply or divide by a normalizing constaatassign measure 1 to the whole
space, i.e., to get a probability measure. In pErdiscrete case we have

P(D|H,)P(Hy)
where P(H) is the prior probability that the hypothesis e P(D|H) is the
conditional probability of the data given that thgoothesis is true, but given that the
data are known it is the likelihood of the hypotikdser its parameters) given the data;
P(Ho|D) is the posterior probability that the hypotkess true given the data. P(D)
should be the probability of producing the data,druits own is difficult to calculate,
so an alternative way to describe this relationghgs one of proportionality:

P(Ho [ D)P(D | R)P(Hy). )

Since P(H|D) is a probability, the sum over all gible (mutually exclusive)
hypotheses should be 1, leading to the conclusian t

P(D|Hy)P(Hy)

P(Hy|D) = .
(Hol D S P(D|H,)P(H;)
i 3)
In this case, the reciprocal of the value
P(D) =) P(D|H;)P(H;)
i (4)

In our case according to Table 1 the prior prolighis given by P(H) =S1/S. The
first conditional probability is given by P(DjH= P(H)/a*100.

k(j)=1/P(D) (5)

is the normalizing constant [10] where j=1..9 isnfuer of the parameters. Vector k(j)
is of size 1x].



2.3 Neural network Architecture

We adopt as the ideal neural network to acceptpanopriate fitted Bayesian vector
k(j), since the main applications of RBF have bsbown to be in pattern with a
Bayesian classifier [11]. For this purpose we sedecRBF neural network classifier
from a variety of available neural networks arattitiees, for the following reasons:

The RBF network was preferred to a Multilayer Pptaen (MLP), because it can
solve a given problem using fewer neurons and mesdime, yet with the same
success.

The RBF network has the ability to classify incogwectors into classes that are
not linearly separable because it uses static Gaufsnction as the nonlinearity for
the hidden layer processing elements [12]. The Sangunction responds only to a
small region of the input space where the Gaussiaantered. Successful application
of this classifier relies on finding suitable ceastdor the Gaussian functions. An
unsupervised approach usually produces bettertsebaln supervised learning.

Using n classes according to the referred problem design the node
characteristics and the RBF network topology.

An RBF neural network can be considered as a dpcee-layered network. The
input nodes pass the input values to the interodés that formulate the hidden layer.
The nonlinear responses of the hidden nodes arghtesl in order to calculate the
final outputs of network in the third (output) layé3].

A typical hidden node in an RBF network is chardzesl by its center, which is a
vector with dimension equal to the number of ingatthe node. The activityl(x) of
the Ith node is the Euclidean norm of the diffeeebetween the input vector k(j) and
the node center and is given by:

vi () =|x-%| )

The output function of the node is a radially syrmagfunction. A typical choice,
which is also used in this work, is the Gaussiarcfion [14]:

f(v)= exp(—v—zz]
“ )

wherec is the width of the node.

3 Fitted Model

According to Sections 2.1, 2.2 and 2.3 we constdithe vector of the normalization
data k(j). For the training procedure we constrdi@esatisfied number n vectors k(j),
where n-h (h<n h E N) is the number of vectorsduisethe training procedure. It
must be noted that the number of the vectors istsilslited in the four target classes
of the RBF neural network. These classes corresgond decision Liker scale



(excellent, good, satisfied, fair). For implemeiaatpurposes we used 4 neurons and
2 layers. In the testing procedure we used theaijfanction and h vectors k(j).

For the statistical evaluation of this model we cduseest criterion in order to
evaluate the significant probability by consideramgy hull hypothesis that the system
yields a random results aiming to the significajéction.

4 Conclusion-Futures

In this paper we focus on a method solving problewiated to preparing and
normalizing data linked with significant relevantoperties, which have been
captured from classroom observations by adaptiagettiactors to a first phase using
a Bayesian model that creates normalization canditiwith an equitable distribution
between the significantly relevant properties oftstlypes of data. Moreover, we
described how the normalization can aid the trgimha well-fitted neural network.

In the future, we would like to perform an extemsitatistical evaluation of our
model with real classroom observation data obtairthcbugh experimental
guestioners. This process can be supported byoftvwase environment proposed in
[14], which provides a system aiding the recordaigobserved classroom events.
Finally, we would like to extend [14] by enhancirg with decision making
capabilities in order to help the teacher idengifpblems and provide formative
assessment.
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