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2Université de Toulouse; UPS, INSA, INP, ISAE; UT1, UTM, LAAS; F-31077

Toulouse Cedex 4, France
e-mail: owe@laas.fr, r.g.hasan@gmail.com, gkremer@laas.fr, berthou@laas.fr

Abstract. Wireless networks are more and more popular, and more
specifically as the access technology for all wireless devices generally
used (laptops, smartphones, tablets, sensors, ...). It is then frequent to
encounter at least one wireless network segment on a communication
path. Because of the complexity and limits of the hertzian air medium,
the end-to-end communication is impacted by the quality of such wire-
less networks which are not offering the same amount of resources or the
same determinism in the quality of Service (QoS) level. Because of the
complexity of the physical transmission mechanisms, and of the MAC
layer, traffic observed at the network level can have unexpected charac-
teristics and the network exhibits unexpected performances and QoS. At
the opposite of wired network for which monitoring packets at network
level is enough, monitoring wireless networks requires to look at physical,
MAC and network layers all together and to analyze their correlation lev-
els: this is called cross-layered monitoring in the related literature. This
paper then proposes an overview of the monitoring of the quite unknown
physical layers of wireless networks, and exhibits how the studies of the
3 layers are necessary for analyzing the wireless network behavior, and
more generally of the end-to-end connections. As an example, this paper
illustrates how the SNR impacts the delays and jitters in an unexpected
way in wireless networks, thus impacting end-to-end delays and jitters.

Key words : Measurement, Cross-layering, Wireless networks, SNR, E2E ser-
vices, E2E delay.

1 Introduction

Network communications more and more rely on wireless technologies. But
compared to wired technologies, they present some limitations because of the

⋆ This work has been partially made in the framework of the RESCUE project granted
by the French National Agency for Research (ANR).



hertzian support, for instance in terms of capacity limits. In addition, while the
MAC layer is most of the time deterministic, and anyway quite simple, for wired
network, it can be quite complex and indeterministic for wireless networks, lead-
ing to major issues for enforcing a stable performance or QoS level. In addition,
because of the complexity inherent to each of the layers of significant importance
in a wireless network, it is not easy to understand what happens, or to predict
the service level that can be expected. For instance, interferences can impact
the way the MAC layer is working, and at the end the final delivery of network
packets. On the other side, a packet burst at the network level might dramati-
cally impact the MAC performance by increasing the number of collisions, and
might also induce many interferences. The convergence between wired and wire-
less networks and services is also of significant complexity because of differences
between the technologies, as well as resources and services provided.

In such a context, connections have to cross several networks of various tech-
nologies. They therefore need to monitor the network performances and/or avail-
able resources to adapt accurately to network conditions, and getting the best
possible Quality of Service (QoS). We argue that the worst conditions are al-
most always met in wireless networks, generally at the access point, as WLANs,
GPRS, UMTS, or any other network technology used for interconnecting wireless
devices (laptops, smartphones, tablets, sensors, ...) to the wired Internet infras-
tructure. As a consequence, the key difficulty deals with monitoring wireless
networks to be encountered on Internet paths. This especially includes the very
difficult task of monitoring the complex architectures of wireless networks. This
is then one of the issues addressed in the framework of the French RESCUE
project which aims at designing and prototyping new monitoring methodolo-
gies and tools specifically dedicated to wireless networks (WIFI, GPRS, UWB,
UMTS). The originality of this work is the cross-layer monitoring approach which
aims to jointly work at each of the layers involved for a wireless network, i.e.
the physical, MAC and network layers. Indeed, mechanisms and protocols for
each of these 3 layers are very different and then have an important impact on
the way data are generated, and then on network characteristics. The idea then
deals with combining and correlating measurement made and the information
got from each layer in order to analyze the interdependencies that exist between
the 3 layers depending on the sent traffic characteristics. By jointly analyzing
the 3 layers of wireless networks altogether, it is expected to understand where
and how wireless networks can experience lacks of performances and QoS. Based
on such analysis results, it is also expected to find ways for adapting to wireless
networks behaviors and limits for optimizing their performances and trying to
guarantee the requested services.

The RESCUE project is at its very early stage. This paper then just addresses
a limited scope in terms of parameters. It then focuses only on the impact of the
Signal/Noise Ratio (SNR) on delays and jitters, two essential parameters for end-
to-end services. Despite the scope of this study is not very broad, it nevertheless
has the merit to exhibit unexpected results on the level of performance and QoS
provided by wireless networks depending on the air access conditions.



The rest of this paper is organized as follows: section 2 presents the state
of the art. Section 3 describes the different parameters, exclusively focusing on
physic ones which are often unknown in the Internet research community. Based
on this, this section also details the research problematic to be addressed in
the remainder of the paper. Then section 4 starts presenting the contribution
by describing the experimental platform and process. Section 5 presents the
results, i.e. experiment results showing the impact of SNR on delays and jitters
at network level. Finally, section 6 concludes this paper by presenting future
work to be performed in the framework of the RESCUE project.

2 State of the art in wireless networks cross-layered

monitoring

Wireless network monitoring has raised significant efforts these last years. It
started with the monitoring of such wireless networks at the network (IP) level
on WLANs (WIFI essentially) or on long distance Wireless networks as GPRS or
UMTS [16]. This is of course of limited interest as the monitoring equipment is lo-
cated at the Access Point (AP), but on the wired side. Other work, as [5], focuses
on the wireless side of such networks and studies the MAC level. Another exam-
ple is provided by Barrett et al. [4] which study the interaction existing between
the performance of a peculiar MAC protocol and the upper-layer routing proto-
col used. It rigorously investigates and confirms the expectations that protocols
performances at different logical layers (MAC and upper) have to be studied to-
gether. This confirms what we argued at the beginning of this paper about the
need of developing cross-layered monitoring techniques for wireless networks. In
particular, it has been then investigated that the physical layer has a strong im-
pact on the performance and QoS provided by the upper layers. Let’s quote a few
papers illustrating this statement. Raghavendra et al. [14] analyze 802.11 traces
and enlighten protocol and implementation flaws which led to problems such as
packet losses. According to this paper the existence of adjacent channel leakage
power, due to their small number, is as important as alien RF interferences.
Verma et al. [17] present work done on a new passive method for estimating link
quality based on SNR-BER mapping. It also extensively investigates the wireless
cards to assess its calibration and thus ensuring correct precision. This highlights
the importance of hardware to conduct RF measurements, thus pinpointing the
lack of accurate monitoring tools at the wireless physical level (at least in the
tools commonly used in the networking community). This is still true, despite ef-
fort by Feng et al. [11] who developed a 802.11 cross-layer measurement tool and
cross-implications of layers from the application to the physical medium. This is
however a good tool for whoever wants to get a grip on the cross-layer capture
and analysis problematic. Sundaresan and Papagianaki [15] perfectly illustrate
the need of cross-layered monitoring starting from the physical layer in wireless
networks. In this paper, they investigate how clients willing to join a new 802.11
network may select the access point they want to communicate with. It more
precisely compares metrics driving this choice. Contrary to previous methods,



metrics used here get ground on cross-layer measurements; namely these metrics
are the received signal strength (physical layer), a metric which characterizes
the access point global throughput capacity (MAC layer) and another one which
computes an estimation of response time from the AP when a client sends a re-
quest (MAC layer). They thus propose completely different methods than actual
ones which are only based on the RSSI metric. In this paper, Sundaresan and
Papagianaki exhibit the need to consider various parameters from any logical
and physical layers. Lacage et al. [10] also highlight the fact that performances
at different logical and physical layers have to be studied both singularly and
plurally at the same time. They propose an extensive study of the influence
of bit-rate parameters through 802.11 PHY automatic rate control over MAC
protocol performances. Wang et al. [18] provide another example of the effect
of PHY parameters on 802.11 MAC protocol. Many studies are also conducted
to characterize the evolution of wireless medium parameters in time; for exam-
ple Qiu et al.[13] and Jain et al. [7] are proposing models of interferences and
wireless link behavior.

Based on this short overview on cross-layered monitoring, we want to alarm
readers on the fact that most papers on wireless networks monitoring adopt
the wired vision of networks and are taking aside the physical aspect of wireless
communications [9]. It has to be strictly avoided, and it is understood that future
tools should adopt a finer vision on what happen at the physical layer, and for
the mechanisms involved at all layers of the communication stack, at the same
time.

3 Problematic

Delay is a key parameter for characterizing and assessing the end-to-end QoS of
network and distributed systems. This parameter is of real significance for users
and their applications. Measured on a wired network, this dimension is quite
similar at all levels of the communication architecture; it is generally measured
at the network, transport or application level, but its evolution at the physical
or data-link levels is pretty similar compared to upper layers. In wired networks,
delays or jitters are mostly influenced by the congestion level of network devices
as routers, switches, gateways, firewalls, etc.

The problematic in wireless networks is more complex. Delays and jitters are
also influenced by the congestion level, but more generally, it seems that the
traffic impact on the air medium is more complex, and it significantly influences
the performance and QoS level of wireless networks. Depending on the traffic,
it seems obvious that it can create interferences in the communication hertzian
space or between adjacent communication channels, introduce noise, etc... At
the physical level, it can merge some signals which are very close (the phases
or periods of signals can appear the same), what makes difficult for wireless
physical devices to extract the original signal. Because of that, the Physical
reception algorithms and MAC access principle are adapted to the new traffic
conditions on the air medium (i.e. degraded): the physical available throughput



is significantly reduced, and, what we will show in the remainder of the paper,
the delay is also impacted.

Physical parameters on the hertzian medium are then of key importance and
must be considered and monitored for wireless networks (generally, computer
scientists and engineers do not focus on so low layers requiring telecommunica-
tion skills, limiting their monitoring on layers 3 and upper (there are also some
examples at layer 2 for some specific kinds of WLAN as WIFI). The rest of this
section then aims at presenting the different parameters for characterizing and
assessing the state of the hertzian medium for wireless communications.

The well known Signal to Noise Ratio (SNR or S/N) is the ratio between the
amplitude of data signals over the amplitude of noise signals. It measures the
corruption level of the original signal by noise.

A similar ratio called Signal to Noise plus Interference Ratio is an extension
of the SNR. In addition of the Noise, it includes in its computing the level of
interferences which are of major importance in wireless networking.

The Eb

No

ratio corresponds to the quantity of energy used to send one bit of
data. It is also called the energy per bit over noise spectral density ratio.This
value is often used as a normalization of the SNR value for a bit. Thus, the Eb

No

value is similar for the digital signals to the SNR for analogous signals.

The strength of the received signal is also a parameter of importance. it
can be used in many applications as localization (e.g. trilateralization) [6] or
link access (e.g. detection of ongoing transmissions on an emission channel) [8].
Several units exist for this parameter as the mW (milliWatt), the dBm, and the
Received Signal Strength Indicator or Radio Signal Strength Indication (RSSI).
The three units are similar and it exists methods for converting them into each
other. As the strength of the received signal does not linearly decrease with
distance, but in a logarithmic way, the most used unit is the dBm logarithmic
unit. The mW and dBm are common measurement units instead, the RSSI only
exists in the context of 802.11 standards which define it along with mechanisms
for measuring Radio Frequency (RF) energy by electronic circuit. Standards also
specify RSSI range between 0 (no signal) and 255 (maximal signal). Nevertheless,
equipment designers are not forced to use 256 different values. Atheros devices
measure RSSI between 0 and 60 while for CISCO, maximal RSSI value is 100
[3]. An important note about its use is that it is defined to be used only by
microcodes present on hardware devices or by drivers, but not by higher level
applications. Note also that, often, drivers of wireless 802.11 chips assimilate the
measure of the received signal strength with a measure of the SNR.

Adjacent Channel Power Ratio - ACPR (also called sometimes Adjacent
Channel Leakage Power - ALCR) is of significant importance for communica-
tion technologies which divide the frequency band or amplitude range in several
channels centered on different frequencies, e.g. OFDM. Two adjacent channels
can then interfere, i.e. one sending on a channel can cause interferences on an
adjacent channel (Adjacent Channel Interference - ACI). The APCR is defined
as the ratio between the intensity of the energy sent on a channel over the in-



tensity of the whole set of inference energy sent from all adjacent channels. The
units generally used for computing the ACPR are dBm, dBW or Watt.

The used bandwidth is a well known and very useful parameter measuring
the width of the frequency band which contains a given percentage of the energy
of a particular signal.

The Symbol Error Rate (SER) or Packet Error rate (PER) are also well
known parameters defining at the receiver level the total number or erroneous
symbols or packets over the total number of received symbols or packets.

The Error Vector Magnitude - EVM - measures the performance of digital
communication systems. It is obtained by comparing the characteristics of the
IQ modulation of a signal (signal properties in a complex space representation)
with the one of a reference signal.

All the previously mentioned parameters are of significant importance for
monitoring the wireless networks behaviors and performance levels. It is never-
theless not easy to make such physical measurement on the air interfaces or the
hertzian medium. Such measurement needs, for being accurate, very specific and
costly equipments generally used by specialists in electronics. At this stage of the
RESCUE project, we are still in the study of existing equipments for performing
such kinds of measurements very accurately. Thats is why in the remainder of
the paper, we will focus our study on the single well known SNR parameter;
many tools, and especially software and free ones, exist for measuring this pa-
rameter. The results we are presenting are not guaranteed to be accurate: they
just show trends that we will check when we will have at our disposal better
physical measurement equipments.

4 Experimental platform and process

4.1 The test environment

The experiment runs indoor, in the research laboratory LAAS (Laboratoire
d’Analyse et d’Architecture des Systèmes) in Toulouse-France. The experiment
field is a hallway inside the laboratory, rooms are located on its both sides, the
walls are of concrete and the rooms furniture is mostly of wood, iron and glass.
The experiment took place in a working day at the laboratory, so we can predict
the existence of other experiments running at the same time, plus many users
having wireless connectivity.

4.2 The test bed

The test bed consists of two laptops and three access points. The two lap-
tops: PC1 with Unix OS and PC2 with Windows OS supported with Intel(R)
PRO/Wireless card 3945ABG which is compatible with 802.11a, 802.11b and
802.11g wireless standards, can operate at 5 GHz or 2.4 GHz frequencies at
speeds up to 54 Mbps. Both laptops are placed on fixed places on a mobile table
which was moved to different measurement points in the hallway without chang-
ing its height (67.5 cm) or its direction. The three APs are 802.11g ones, they



are located as shown in figure 1 where AP1 is at the beginning of the vertical
hallway, AP2 at its end and AP3 is in a lateral hallway that is orthogonal with
the test hallway. All access points are at height 231 (cm) above the ground.

Fig. 1. Test environment: hallway in research laboratory

4.3 The test methodology

– Ten test points were considered in the hallway between AP1 and AP2 in a
way that the first test point is located immediately under AP1, the second
is further and so on. So, at each next test point we were getting further from
AP1 and closer to AP2.

– The SNR at each test point was measured using NetStumbler open source
measurement tool which was running on PC2.



– At each test point, we were sending 200 ICMP packets from PC1 to AP1,
the ACK of these packets is sent back from AP1 to PC1, this last reports
the packets’ history.

– Computers’ clocks were synchronized via ntpdate [1] which lets access an ex-
ternal server and gets actual hour and date, actualizing the local computer’s
clock. Then through ntptrace [2] we examined the offset time in milliseconds
from the external server consulted with ntpdate. We executed ntpdate and
checked the offset with nptrace. This process was made several times until
the offset obtained was less than 0.00008 seconds on each computer.

– Data was collected online, then analyzed offline.

5 Results

5.1 Exploring SNR

In our work, SNR was measured for the three APs at the ten test points described
above. The SNR values corresponding to each test point are shown in table 1
where the values establish a minimum-maximum pattern.

Test point SNR(db) for AP1 SNR (db) for AP2 SNR (db) for AP3

1 47 - 60 13 - 37 0 - 11

2 44 - 52 11 - 33 0 - 18

3 34 - 45 16 - 39 14 - 25

4 34 - 42 0 - 37 21 - 32

5 27 - 39 25 - 39 25 - 41

6 16 - 37 23 - 45 27 - 46

7 16 - 33 20 - 44 36 - 41

8 14 - 30 31 - 46 18 - 32

9 12 - 31 35 - 57 13 - 26

10 0 - 27 50 - 62 11 - 20
Table 1. Min-max SNR values of the three APs measured at the ten test points

We notice that in some ranges there are overlapped values. This overlapping
is due to the natural unpredictable behavior shown by the wireless communi-
cations. This unstable behaviour derives in the possibility of obtaining different
SNR measurements at the same location. For example: at test point 4, the minor
SNR value for AP1 was 34 (db) while at test point 5 the SNR highest value for
AP1 was 39 (db). In this example, we have the values in the range 34-39 (db)
repeated at both points of measurements.

Figure 2 shows the SNR values range at each test point for each AP in third
tile presentation to reflect as well the values distribution between the max and
min SNR edges. In this figure we see that by stepping from test point 1 to test
point 10 getting further from AP1 and closer to AP2, the SNR for AP1 was
decreasing and for AP2 was increasing. In fact the correlation factor for SNR



with distance for AP1 was -0,97 and for AP2 was +0,98. This lets us say that
the value of SNR measured depends on the distance in a way that, the longest
the distance to the AP the less the value of SNR measured is and vice versa.

Regarding SNR for AP3, we notice that between test point 1 and test point
6 it was increasing then between test point 7 and test point 10 it was decreasing.
This is because while performing the experiment, we crossed the lateral corridor
where AP3 is, which means that we approached it then went far from it, this
resulted in making the picks of SNR values for this AP be at test point 6.

Fig. 2. SNR values in third tile representation for each AP at the ten test points

Figure 2 also illustrates that the laptop is not necessarily connected to the AP
having the highest SNR. The figure can be divided into three regions according
to SNR min-max values and distribution for the three APs:

1. First region: Covers 1-4 test points. AP1 SNR was the dominant. In fact,
while running the experiment at those four test points, the portable computer
was connected to LAAS network through AP1.

2. Second region: Covers 5-7 test points. AP3 SNR was the dominant. The
portable computer was connected through AP3 at these test points while
running the experiment.

3. Third region: Covers 8-10 test points. AP2 SNR was the dominant. While
running the experiment at those three test points, the portable computer
was connected to LAAS network through AP2.

We can say that there is a possibility that the client selects the AP of the best
SNR to connect through. A better understanding of this situation can be reached
by reading about roaming in the user guide of the wireless card embedded in the
laptops [12] in order to know the roaming protocol that this card follows.

It is worth commenting that at test point 6; although SNR for AP2 is higher
than of AP3 (figure 2), still the portable computer remained connected to AP3



while running the experiment at this test point. The reason might be that, since
the portable computer has started connecting to the network through AP3 since
test point 5, it remained connected to it at test point 6 because the SNR of AP3
at this test point was still sufficient to establish the connection even being less
than the SNR of AP2.

5.2 SNR impact on upper layers

The goal of this study is to determin how and when do the SNR changes on
the physical layer propagate to upper layers, thus affecting the E2E connection.
While running the experiment we noticed that the AP signal power was much
over the level needed to establish a good connection, this was reflected through
the frame loss parameter wich was 0,3% (non lossy paths). This results in mask-
ing the trends. So to have a meaningful study for the SNR impact on Delay and
Jitter we chose the test point at which the average SNR value was the mini-
mum, it was test point 3. We considered the time stamps for SNR values as a
reference and shifted the Delay and Jitter traces with several time values up to
a maximum shift of 1 second on millisecond scale. Table 2 shows the correlation
values at each time shift.

Time shift (ms) Corr(SNR,Delay) Corr(SNR,Jitter)

0 0,89 0,67

100 0,84 0,76

200 0,61 0,48

300 -0,88 -0,81

400 -0,69 -0,07

500 -0,37 0,49

600 0,21 0,14

700 0,46 0,6

800 0,25 -0,01

900 0,59 0,83
Table 2. Correlation values for SNR with Delay and Jitter at test point 3

We notice that at time shift 300 ms, the impact of SNR on other both pa-
rameters appeared in a way that the decrease in SNR reflects in Delay and Jitter
increase and vice versa. In other words, the decrease of SNR on the physical layer
propagates to upper layers in term of Delay and Jitter increase. In our experi-
ment the propagation happened with time delay of 300 ms where the correlation
values were -0,88 and -0,81 respectively.

On the other hand, we notice that a small change in SNR values is strongly
reflected on upper layers. For example, while running the experiment, an increase
in SNR value from 43 db to 45 db made the Delay value falls from 124 ms to 59
ms after time shift of 300 ms, and a decrease in SNR value from 45 db to 44 db
resulted in Delay increase from 3 ms to 91 ms.



6 Conclusion

This paper aims at motivating the use of cross-layered monitoring in wireless
networks. For this purpose, it puts emphasis on the complexity of the largely
unknown (in the networking community) physical layer and all its constraints.
The paper then makes a brief but significant presentation of the different param-
eters to be measured at the physical layer. It exhibits the inherent complexity of
such parameters and emphasizes on the difficulty of accurately measuring them.
A strong effort has to be provided to find suited monitoring equipments (we are
currently taking advantage of the equipments own by researchers in electronics
in our lab) or design and develop new ones. The paper then presents a very pre-
liminary and illustrative study aiming at exhibiting the unexpected behaviors of
the physical layers of wireless networks. It is shown that the SNR has a signifi-
cant impact on the communication delay and jitter in a completely unexpected
way in terms of intensity: a small change in the SNR causes huge changes in
delay and jitters values. This is especially damageable for the global network
performance, as well as for streaming or real-time applications which require
stable jitter and low delays. It then appears clearly that the current evolution of
wireless networks, especially devoted for favoring the integration of digital ap-
plications on wireless supports, is not completely fulfilling its objectives because
of such unexpected sensitivity to SNR.
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