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Abstract—This paper analyzes the downlink performance of ultra-dense networks with elevated base stations (BSs). We consider a general dual-slope pathloss model with distance-dependent probability of line-of-sight (LOS) transmission between BSs and receivers. Specifically, we consider the scenario where each link may be obstructed by randomly placed buildings. Using tools from stochastic geometry, we show that both coverage probability and area spectral efficiency decay to zero as the BS density grows large. Interestingly, we show that the BS height alone has a detrimental effect on the system performance even when the standard single-slope pathloss model is adopted.
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I. INTRODUCTION

Recently, there has been an increasing interest in network densification as a means to fulfill the performance requirements of the 5th generation (5G) of wireless networks [1]. In particular, ultra-dense networks (UDNs), i.e., dense and massive deployments of base stations (BSs) and access points (APs), are regarded as key enablers to provide higher data rates and enhanced coverage by exploiting spatial reuse while retaining, at the same time, seamless connectivity and low energy consumption.

In parallel with the aforementioned interest for UDNs, mainly motivated by recent theoretical results [2], [3], many efforts have recently been carried out to analyze the effect of densifying the network under realistic propagation models. In this respect, [4] studies the impact of dual-slope pathloss on the performance of downlink UDNs assuming a critical distance after which transmissions become non-line-of-sight (NLOS), and shows that both coverage and capacity strongly depend on the network density. More involved models can be found, e.g., in [5]–[7], where the pathloss exponent changes with a probability that depends on the distance between BSs and user equipments (UEs); in addition to modifying the pathloss exponent with such distance-dependent probability, [8]–[10] also consider varying the type of fading. Coverage and rate scaling laws in UDNs are derived in [11].

In this work, we incorporate the BS height into the discussion on whether densifying the network will provide monotonically increasing data rates or not. We start from a general pathloss model with distance-dependent probability of line-of-sight (LOS) transmission. More specifically, we consider the practically relevant scenario where each link may be obstructed by randomly placed buildings, i.e., LOS transmission occurs only when no building cuts the line between the elevated BS and the UE.1 Consistently with previous works, our derivations show that the area spectral efficiency (ASE) does not increase monotonically with the BS density. Moreover, we reveal something even more surprising: the BS height alone has a detrimental effect on the system performance even when the standard single-slope pathloss model is adopted, causing the ASE to decay to zero as the BS density grows large; this corroborates the findings in [13], appeared during the preparation of this manuscript. It follows that, with elevated BSs, densifying the network eventually leads to near-universal outage. In other words, BSs should be mounted at the same height as the UEs for higher coverage and throughput gains [9].

II. SYSTEM MODEL

We consider a typical downlink UE located at the origin of the Euclidean plane. The location distribution of the BSs is modeled using the marked Poisson point process (PPP) \( \Phi \triangleq \{(x_i, g_{x_i})\} \subset \mathbb{R}^2 \times \mathbb{R}^+ \), where the underlying point process \( \Phi \triangleq \{x_i\} \subset \mathbb{R}^2 \) is a homogeneous PPP with density \( \lambda \), measured in \([\text{BS/m}^2]\), and the mark \( g_{x_i} \in \mathbb{R}^+ \) represents the channel power fading gain from the BS located at \( x_i \) to the typical UE. We assume that all BSs are at the same height \( h \geq 0 \), measured in [m], whereas the typical UE is at the ground level; alternatively, \( h \) can be interpreted as the elevation difference between BSs and UEs if the latter are all at the same height. Furthermore, we assume that all channel amplitudes are Rayleigh distributed so that \( g_{x_i} \sim \exp(1), \forall x_i \in \Phi \); the longer version of this paper [9] also considers Nakagami-\( m \) fading.

Let \( r_x \triangleq \|x\| \) denote the horizontal distance of \( x \) from the typical UE, measured in [m]. Assuming the standard power-law pathloss model, we have the following pathloss functions:

\[
\ell_{\text{LOS}}(r_x, h) \triangleq (r_x^2 + h^2)^{-\alpha_{\text{LOS}}} \quad \text{if } x \text{ is in LOS conditions}
\]

\[
\ell_{\text{NLOS}}(r_x, h) \triangleq (r_x^2 + h^2)^{-\alpha_{\text{NLOS}}} \quad \text{if } x \text{ is in NLOS conditions}
\]

with \( \alpha_{\text{NLOS}} > \alpha_{\text{LOS}} > 2 \). We consider a distance-dependent LOS probability function \( p_{\text{LOS}}(r_x) \), i.e., the probability that a BS located at \( x \) experiences LOS propagation depends on the distance \( r_x \).

\( ^1 \)For the blockage effect of buildings at high frequencies, see [12].

\( ^2 \)Observe that the dual-slope model presented in [4] is a particular case of the proposed framework with \( h = 0 \) and \( p_{\text{LOS}}(r_x \leq R_e) = 1 \) and \( p_{\text{LOS}}(r_x > R_e) = 0 \) for a certain critical distance \( R_e \).
The signal-to-interference-plus-noise ratio (SINR) when the typical UE is associated to the BS located at $x$ is given by

$$\text{SINR}_x = \frac{g_x \ell_0 (r_x, h)}{I + \sigma^2} \quad (1)$$

where the sub-index $Q$ takes the form $Q = \text{LOS}$ if $x \in \Phi_{\text{LOS}}$ and $Q = \text{NLOS}$ if $x \in \Phi_{\text{NLOS}}$, $I$ is the aggregate interference term defined as

$$I \equiv \sum_{y \in \Phi_Q \setminus \{x\}} g_y \ell_Q (r_y, h) + \sum_{y \in \Phi_Q \setminus \{x\}} g_y \ell_Q (r_y, h) \quad (2)$$

and $\sigma^2$ is the additive noise power. For simplicity, we consider the interference-limited case, i.e., $I \gg \sigma^2$, and we thus focus on the signal-to-interference ratio (SIR). Our analysis can be extended with more involved calculations to the general case.

### III. COVERAGE PROBABILITY

In this section, we formalize the coverage probability when serving and interfering BSs independently experience LOS or NLOS conditions with respect to the typical UE depending on their distance from the latter. The coverage probability is defined as the probability that the received SIR is larger than a target SIR threshold $\theta$, i.e., $P_{\text{cov}} (\theta) \equiv \mathbb{P} \left[ \text{SIR}_x > \theta \right]$.

We consider a unified framework that encompasses closest and strongest (i.e., highest SINR) BS association. For this purpose, we introduce the following preliminary definitions [8], [9]:

$$\phi (r) \equiv \begin{cases} 
2\pi \lambda e^{-\pi \lambda r^2} r, & \text{closest BS} \\
2\pi \lambda r, & \text{strongest BS} 
\end{cases}$$

$$\nu (r) \equiv \begin{cases} 
r, & \text{closest BS} \\
0, & \text{strongest BS}. 
\end{cases}$$

Note that (3) for closest BS association gives the pdf of the distance between the typical UE and the serving BS [2], which is not the case for strongest BS association [3]. In addition, let $\mathcal{L}_I (s)$ denote the Laplace transform of the interference when all interfering BSs are in either LOS or NLOS conditions:

$$\mathcal{L}_I (s) \equiv \exp \left( -2\pi \lambda \int_{\nu (r)}^{\infty} \left( 1 - \frac{1}{1 + s \ell_Q (t, h)} \right) tdT \right) \quad (5)$$

#### A. General LOS/NLOS Model

We begin by considering a general expression of $p_{\text{los}} (r)$. The resulting coverage probability is given in the next theorem.

**Theorem 1.** The coverage probability and the Laplace transform of the interference are given by (6) and (7), respectively, at the top of the page, with $\mathcal{L}_I^{\text{los}} (s)$ defined in (5).

$$P_{\text{cov}} (\theta) = \int_0^\infty \left( p_{\text{los}} (r) \mathcal{L}_I \left( \frac{\theta}{\ell_{\text{los}} (r, h)} \right) + (1 - p_{\text{los}} (r)) \mathcal{L}_I \left( \frac{\theta}{\ell_{\text{NLOS}} (r, h)} \right) \right) \phi (r) dr$$

$$\mathcal{L}_I (s) \equiv \mathcal{L}_I^{\text{los}} (s) \exp \left( -2\pi \lambda \int_{\nu (r)}^{\infty} p_{\text{los}} (t) \left( \frac{1}{1 + s \ell_{\text{LOS}} (t, h)} - \frac{1}{1 + s \ell_{\text{NLOS}} (t, h)} \right) tdT \right)$$

Los or NLOS propagation independently from the others and regardless of its role as serving or interfering BS.

Let $\Phi_{\text{los}} \equiv \{ x \in \Phi : x \text{ in LOS}\}$ and let $\Phi_{\text{NLOS}} \equiv \Phi \setminus \Phi_{\text{LOS}}$. The signal-to-interference-plus-noise ratio (SINR) when the typical UE is associated to the BS located at $x$ is given by

$$\text{SINR}_x = \frac{g_x \ell_0 (r_x, h)}{I + \sigma^2} \quad (1)$$

where the sub-index $Q$ takes the form $Q = \text{LOS}$ if $x \in \Phi_{\text{LOS}}$ and $Q = \text{NLOS}$ if $x \in \Phi_{\text{NLOS}}$. $I$ is the aggregate interference term defined as

$$I \equiv \sum_{y \in \Phi_Q \setminus \{x\}} g_y \ell_Q (r_y, h) + \sum_{y \in \Phi_Q \setminus \{x\}} g_y \ell_Q (r_y, h) \quad (2)$$

and $\sigma^2$ is the additive noise power. For simplicity, we consider the interference-limited case, i.e., $I \gg \sigma^2$, and we thus focus on the signal-to-interference ratio (SIR). Our analysis can be extended with more involved calculations to the general case.

**Remark 1.** Since $\alpha_{\text{NLOS}} > \alpha_{\text{LOS}}$, the argument of the exponential function in (7) is always negative and, in consequence, $\mathcal{L}_I (s) \leq \mathcal{L}_I^{\text{los}} (s)$; this is due to the contribution from the interfering BSs in LOS conditions. On the other hand, the possibility of LOS desired signal enhances the coverage probability in (6).

It is not straightforward to get insights on which of the two aforementioned effects is dominant. In Section V, we will show some trends through numerical evaluation of the aforementioned expressions using the model described next.

**B. LOS/NLOS Model with Randomly Placed Buildings**

So far we have assumed no particular expression for $p_{\text{los}} (r)$. In this section we introduce a model for this quantity that takes into account the combined influence of the link distance and the BS height through the probability of the link being blocked by a building.\(^3\)

Given a point $x$, we assume that buildings with fixed height $\tilde{h}$ are randomly placed between $x$ and the typical UE. If the straight line between the elevated BS at $x$ and the typical UE does not cross any buildings, then the transmission occurs in LOS conditions; alternatively, if at least one building cuts this straight line, then the transmission occurs in NLOS conditions.\(^4\) A simplified example is illustrated in Figure 1. Note that, in this context, the probability of $x$ being in LOS conditions depends not only on the distance $r_x$, but also on the parameter $\tau \equiv \min \left( \frac{\tilde{h}^2}{h}, 1 \right)$. More precisely, the LOS probability corresponds to the probability of having no buildings in the segment of length $\tau r_x$ next to the typical UE.

\(^3\)Other options exist in the literature: for instance, in [14], the BS height, the link distance, and the pathloss exponent are related through the effect of the ground-reflected ray.

\(^4\)The cumulative effect of multiple obstacles is considered in [15].
If the location distribution of the buildings follows a one-dimensional PPP with density $\lambda$, measured in [buildings/m], the LOS probability function is given by $p_{\text{los}}(r, \tau) = e^{-\lambda \tau r}$. Observe that $p_{\text{los}}(r, \tau) = 1$ (all links are in LOS) when $\lambda = 0$ or $\bar{h} = 0$, whereas $p_{\text{los}}(r, \tau) = 0$ (all links are in NLOS) when $\lambda \to \infty$. In Section V, we will numerically illustrate the effect of different building densities and comment on the interplay between LOS/NLOS desired signal and interference.

IV. THE EFFECT OF BS HEIGHT

In this section, we study the effect of BS height alone. For this purpose, we consider the single-slope pathloss function $\ell(r, h) \equiv (r^2 + h^2)^{-\frac{\alpha}{2}}$.

A. Impact on Interference

The interference with elevated BSs is characterized here. In doing so, we analyze closest and strongest BS association separately by introducing the super-indices C and S, respectively. We begin by observing that $\ell(r, h)$ yields a bounded pathloss model for any BS height $h > 0$, since the BSs cannot get closer than $h$ to the typical UE (this occurs when $r = 0$).

Recall that the notation $\nu(r)$ encompasses both closest and strongest BS association, and let $L_{1, 0}(s)$ denote the Laplace transform of the interference with $h = 0$, i.e.,

$$L_{1, 0}(s) \triangleq \exp \left(-2\pi \lambda \int_0^\infty \left(1 - \frac{1}{1 + st^{-\alpha}}\right) dt\right). \quad (8)$$

The following lemma expresses the Laplace transforms of the interference with any $h$.

**Lemma 1.** For closest and strongest BS association, the Laplace transforms of the interference with elevated BSs can be written as

$$L_{1, 0}^{(C)}(s) \triangleq L_{1, 0}^{(S)}(s) \exp \left(2\pi \lambda \int_0^{\sqrt{r^2 + h^2}} \left(1 - \frac{1}{1 + st^{-\alpha}}\right) dt\right) \quad (9)$$

$$L_{1, 0}^{(S)}(s) \triangleq L_{1, 0}^{(C)}(s) \exp \left(2\pi \lambda \int_0^h \left(1 - \frac{1}{1 + st^{-\alpha}}\right) dt\right) \quad (10)$$

respectively, with $L_{1, 0}^{(C)}$ and $L_{1, 0}^{(S)}$ defined in (8).

**Proof:** The Laplace transforms of the interference (9) and (10) can be obtained from

$$L_{1}(s) \triangleq \exp \left(-2\pi \lambda \int_0^\infty \left(1 - \frac{1}{1 + st^{-\alpha}}\right) dt\right), \quad (11)$$

first by substituting $\sqrt{r^2 + h^2} \to q$ and then by splitting the integration intervals in two parts.

From (9) and (10), it is straightforward to see that the interference is reduced when $h > 0$ with respect to when $h = 0$, since the original Laplace transforms are multiplied by exponential terms with positive arguments.

For strongest BS, we provide a further interesting result on the expected interference power. Recall that, for strongest BS association and for $h = 0$, the expected interference power is infinite [16, Ch. 5.1]. Let $U(a, b, z) \triangleq \frac{1}{\Gamma(a)} \int_0^z e^{-zt} t^{a-1} (1 + t)^{b-a-1} dt$ denote Trinci’s confluent hypergeometric function and let $E_n(z) \triangleq \int_0^\infty e^{-zt} t^{-n} dt$ be the exponential integral function. A consequence of the bounded pathloss model is given in the following lemma, which characterizes the expected interference with elevated BSs for strongest BS association.

**Lemma 2.** For strongest BS association, the expected interference power with elevated BSs is finite and is given by

$$E\left[\sum_{y \in \Phi \setminus \{x\}} g_y \ell(y, h)\right] = \frac{(\pi \lambda)^4 h^{2\alpha}}{2\pi \lambda h^2} U\left(i, i + 1 - \frac{\alpha}{2}, \pi \lambda h^2\right) \quad (12)$$

where the expected interference power from the closest interfering BS, located at $x_1$, corresponds to

$$E[\ell(x_1, h)] = \pi \lambda h^{2-\alpha} e^{\pi \lambda h^2} E_{2\pi h^2} (\pi \lambda h^2). \quad (13)$$

**Proof:** See Appendix II-A. ■

B. Impact on Coverage Probability and ASE

We now focus on the effect of the BS height on the coverage probability. We use $P_{\text{cov}, 0}^{(C)}(\theta)$ and $P_{\text{cov}, 0}^{(S)}(\theta)$ to denote the coverage probabilities for closest and strongest BS association when $h = 0$: these are known to be independent on $\lambda$ and can be written as (see [2], [3], respectively, for details)

$$P_{\text{cov}, 0}^{(C)}(\theta) \triangleq \frac{1}{\psi(\theta) + 1} \quad (14)$$

$$P_{\text{cov}, 0}^{(S)}(\theta) \triangleq \frac{\alpha \sin \left(\frac{2\pi \theta}{\alpha}\right)}{2\pi \theta \mu} \quad (15)$$

with

$$\psi(z) \triangleq \frac{2\pi - \alpha}{\alpha - 2} 2F_1\left(1, 1 - \frac{\alpha}{2}, 2 - \frac{\alpha}{2}, -z\right) \quad (16)$$

where $2F_1(a, b, c, z)$ is the Gauss hypergeometric function. Furthermore, it is convenient to examine the achievable ASE as an additional performance metric and we thus define $\text{ASE}(\theta, \lambda) \triangleq \lambda P_{\text{cov}}(\theta, \lambda) \log_2 (1 + \theta)$, measured in [bps/Hz/m$^2$].

For the case of closest BS association, Theorem 2 and Corollary 1 provide, respectively, closed-form and integral expressions for the coverage probability and for the optimal BS density in terms of ASE with any $h$.

**Theorem 2.** For closest and strongest BS association, the coverage probabilities with elevated BSs are given by

$$P_{\text{cov}}^{(C)}(\theta, \lambda) = P_{\text{cov}, 0}^{(C)}(\theta) \exp (-\pi \lambda h^2 \psi(\theta)) \quad (17)$$

$$P_{\text{cov}}^{(S)}(\theta, \lambda) = 2\pi \lambda \int_0^h \exp (-\pi \lambda h^2 \psi(\theta h^{-\alpha} r^\alpha)) dr \quad (18)$$

respectively, with $P_{\text{cov}, 0}^{(C)}(\theta)$ and $\psi(z)$ defined in (14) and (16), respectively.

**Proof:** See Appendix II-B. ■
Corollary 1. Let $\text{ASE}^{(C)}(\theta, \lambda) \triangleq \lambda P_{\text{cov}}^{(C)}(\theta, \lambda) \log_2(1 + \theta)$ denote the achievable ASE for closest BS association. Then, we have

$$\lambda^{(C)}_{opt} \triangleq \arg\max_\lambda \text{ASE}^{(C)}(\theta, \lambda) = \frac{1}{\pi h^2 \psi(\theta)}. \quad (19)$$

Proof: The optimal BS density $\lambda^{(C)}_{opt}$ can be easily obtained as the solution of $\frac{d}{d\lambda} \lambda P_{\text{cov}}^{(C)}(\theta, \lambda) = 0$.

Theorem 2 unveils the detrimental effect of BS height on the system performance. This degradation stems from the fact that the BS height affects more the distance of the typical UE from its serving BS than the distances from the interfering BSs: hence, desired signal power and interference power do not grow at the same rate as when $h = 0$. The following lemma strengthens this claim by showing the asymptotic performance for both closest and strongest BS association.

Lemma 3. For any BS height $h > 0$, the following holds:

(i) $\lim_{\lambda \to 0} P_{\text{cov}}^{(C)}(\theta, \lambda) = P_{\text{cov}}^{(C)}(0, \theta)$;

(ii) $\lim_{\lambda \to 0} P_{\text{cov}}^{(S)}(\theta, \lambda) = P_{\text{cov}}^{(S)}(0, \theta)$;

(iii) $\lim_{\lambda \to \infty} P_{\text{cov}}^{(C)}(\theta, \lambda) = \lim_{\lambda \to \infty} P_{\text{cov}}^{(S)}(\theta, \lambda) = 0$.

Proof: See Appendix II-C.

Remark 2. For a fixed BS height $h > 0$, the coverage probability monotonically decreases as the BS density $\lambda$ increases: consequently, the ASE goes to zero as $\lambda \to \infty$. On the other hand, the effect of BS height becomes negligible as $\lambda \to 0$.

In practice, we will see in Section V that the coverage probability and the ASE decays to zero even for moderately low BS densities (i.e., for $\lambda \sim 10^{-3}$ BSs/m²).

Remark 3. For a fixed BS density $\lambda$, the coverage probability monotonically decreases as the BS height $h$ increases. More specifically, Corollary 1 implies that $\text{ASE}^{(C)}(\theta, \lambda^{(C)}_{opt}) \propto \frac{1}{h^2}$. Therefore, the optimal BS height is $h = 0$.

When serving and interfering BSs are characterized by the same LOS/NLOS conditions or, more generally, by the same distance-dependent LOS probability function (as the one described in Section III-B), the optimal BS height is always $h = 0$, confirming the findings of [13]. However, under a propagation model where the interfering BSs are always in NLOS conditions and the serving BS can be either in LOS or NLOS conditions, a non-zero optimal BS height is expected: in fact, in this case, there would be a tradeoff between pathloss (for which a low BS is desirable) and probability of LOS desired signal (for which a high BS is desirable) [9].

V. NUMERICAL RESULTS

In this section, we consider the LOS/NLOS model with randomly placed buildings proposed in Section III-B and evaluate the coverage probability and the ASE. We consider the following parameters: the pathloss exponents are fixed to $\alpha_{\text{LOS}} = 3$ and $\alpha_{\text{NLOS}} = 4$, whereas the SIR threshold is $\theta = 1$.

Figure 2 plots the coverage probability and the ASE versus the BS density $\lambda$ with BS height $h = 20$ m and building height $\bar{h} = 10$ m; two building densities are considered, i.e., $\lambda = 10^{-4}$ buildings/m and $\lambda = 10^{-1}$ buildings/m.

It is straightforward to note that a high building density is beneficial in this setting since it creates nearly NLOS conditions, whereas a low building density resembles a nearly LOS scenario. Moreover, for $\lambda = 10^{-1}$ buildings/m and strongest BS association, we observe a peak in the coverage probability around $\lambda = 10^{-5}$ BSs/m² due to the choice of the parameters $h$ and $\bar{h}$.

We now focus on the effect of the BS height alone. In the following, we refer to the LOS (resp. NLOS) case where both serving and interfering BSs are in LOS (resp. NLOS) conditions. Figure 3 considers $h = 20$ m and shows that the coverage probability goes to zero even for moderately low BS densities, i.e., at $\lambda \simeq 2 \times 10^{-3}$ BSs/m for the LOS case and at $\lambda \simeq 5 \times 10^{-3}$ BSs/m for the NLOS case.
For comparison, the coverage probabilities with $h = 0$ m are also plotted (see $P_{\text{cov}, C}(\theta)$ and $P_{\text{cov}, S}(\theta)$ in (14) and (15), respectively): as expected, the coverage probability with elevated BSs approaches that with $h = 0$ as $\lambda \to 0$. In Figure 4, we show the ASE for three different values of the BS height, namely: $h = 10$ m, $h = 15$ m, and $h = 20$ m. Interestingly, the BS density that maximizes the ASE for strongest BS association coincides with the optimal density for the case of closest BS association, where the latter can be computed in closed form as in Corollary 1.

VI. CONCLUSIONS

In this paper, we study the downlink performance of UDNs with elevated BSs. We assume a general dual-slope pathloss model with distance-dependent probability of LOS transmission between BSs and UEs and we obtain expressions for the coverage probability and ASE using tools from stochastic geometry. In particular, we consider the scenario where each link may be obstructed by randomly placed buildings. The most important implication is that, with elevated BSs, densifying the network eventually leads to near-universal outage.

In the settings of this paper the optimal BS height turned out to be always zero, i.e., at the same level as the UE height. However, under a propagation model where the interfering BSs are always in NLOS conditions and the serving BS can be either in LOS or NLOS conditions, a non-zero optimal BS height is expected as a result of the tradeoff between pathloss and probability of LOS desired signal.

APPENDIX I

PROOF OF THEOREM 1

The coverage probability is given by

$$P_{\text{cov}}(\theta) = \mathbb{P} \left[ \text{SIR} > \theta \right]$$

$$= \int_0^\infty \frac{\theta I}{\ell_0(r, h)} \phi(r) dr \quad (20)$$

and, since $Q = \text{LOS}$ with probability $p_{\text{los}}(r)$ and $Q = \text{NLOS}$ with probability $1 - p_{\text{los}}(r)$, the expression in (6) readily follows. On the other hand, the Laplace transform in (7) is obtained through the following steps:

$$\mathcal{L}_I(s) = \mathbb{E}[e^{-sI}]$$

$$= \mathbb{E}_\Phi \left[ \prod_{y \in \Phi_{\text{LOS}} \setminus \{x\}} \mathbb{E}_{g_y} \left[ \exp \left( - sg_y \ell_{\text{los}}(r_y, h) \right) \right] \right] \prod_{y \in \Phi_{\text{NLOS}} \setminus \{x\}} \mathbb{E}_{g_y} \left[ \exp \left( - sg_y \ell_{\text{NLOS}}(r_y, h) \right) \right] \quad (23)$$

$$= \mathbb{E}_\Phi \left[ \prod_{y \in \Phi_{\text{LOS}} \setminus \{x\}} \frac{1}{1 + s\ell_{\text{los}}(r_y, h)} \right] \prod_{y \in \Phi_{\text{NLOS}} \setminus \{x\}} \frac{1}{1 + s\ell_{\text{NLOS}}(r_y, h)} \quad (24)$$

$$= \exp \left( - 2\pi \lambda \int_0^\infty \left( 1 - p_{\text{los}}(r) \right) \frac{1}{1 + s\ell_{\text{los}}(t, h)} dt \right) \quad (25)$$

where in (24) we have applied the MGF of the exponential distribution and in (25) we have used the PGFL of a PPP. Finally, the expression in (7) is obtained by including (5) with $Q = \text{NLOS}$ into (25).

APPENDIX II

EFFECT OF BS HEIGHT

A. Proof of Lemma 2

Assume that the points of $\Phi$ are indexed such that their distances from the typical UE are in increasing order, i.e., $\{r_{x_i} \leq r_{x_{i+1}}\}_{i=1}^\infty$. For strongest BS association, the expected interference power is given by
\[
\mathbb{E}\left[\sum_{y \in F_\Phi(x)} g_y f(y,r_y)\right] < \mathbb{E}\left[\sum_{x_i \in F} g_x f(x,r_x)\right] \quad (26)
\]
\[
= \sum_{i=1}^{\infty} \mathbb{E}[g_x f(x,r_x)] \quad (27)
\]
\[
= \sum_{i=1}^{\infty} \mathbb{E}[\ell(x,r_x)] \quad (28)
\]
\[
= \sum_{i=1}^{\infty} \int_0^\infty (r^2 + h^2)^{-\frac{3}{2}} f_{r_x}(r) dr \quad (29)
\]
where (28) follows from \( \mathbb{E}[g_x f(y,r_y)] = \mathbb{E}[g_y] \mathbb{E}[\ell(y,r_y)] \) with \( \mathbb{E}[g_y] = 1 \) and where \( f_{r_x}(r) \) in (29) is the pdf of the distance between the typical UE and the \( i \)-th closest BS [16, Ch. 2.9]:
\[
f_{r_x}(r) \equiv e^{-\pi \lambda r^2} 2(\pi \lambda r^2)^i \frac{r^{i-1}}{i!}. \quad (30)
\]
Solving the integral in (29) gives the expression in the right-hand side of (12). On the other hand, the integral when \( i = 1 \) yields the expected interference power from the closest interfering BS in (13). Evidently, since the terms in the summation in (27) are strictly decreasing with \( i \) and the dominant interference term (13) is finite, then the aggregate interference power is also finite.

**B. Proof of Theorem 2**

Consider the single-slope pathloss function \( \ell(x,r) = (r^2 + h^2)^{-\frac{3}{2}} \). For closest BS association, we have
\[
P_{\text{cov}}^{(C)}(\theta, \lambda) = 2\pi \lambda \int_0^\infty \exp \left( -2\pi \lambda \int_r^\infty \left( 1 - \frac{1}{1 + \theta \frac{t(t,h)}{t(r,h)}} \right) dt \right) r dr \quad (31)
\]
\[
= 2\pi \lambda \int_0^\infty \exp \left( -\pi \lambda \psi(\theta)(r^2 + h^2) \right) e^{-\pi \lambda r^2} r dr \quad (32)
\]
\[
= 2\pi \lambda \int_0^\infty \exp \left( -\pi \lambda (\psi(\theta) + 1) r^2 \right) r dr \exp \left( -\pi \lambda h^2 \psi(\theta) \right) \quad (33)
\]
where the inner integral in (31) can be solved by substituting \( \sqrt{t^2 + h^2} \rightarrow t_h \) and with \( \psi(z) \) given in (16); finally, solving the integral in (33) yields \( P_{\text{cov}}^{(C)}(\theta, \lambda) \) in (14). On the other hand, for strongest BS association, we have
\[
P_{\text{cov}}^{(S)}(\theta, \lambda) = 2\pi \lambda \int_0^\infty \exp \left( -2\pi \lambda \int_r^\infty \left( 1 - \frac{1}{1 + \theta \frac{t(t,h)}{t(r,h)}} \right) dt \right) r dr \quad (34)
\]
\[
= 2\pi \lambda \int_h^\infty \exp \left( -2\pi \lambda \int_h^{\infty} \left( 1 - \frac{1}{1 + \theta \frac{r(h)}{r(h)}} \right) t_h dt_h \right) r_h dr_h \quad (35)
\]
where in (35) we have substituted \( \sqrt{t^2 + h^2} \rightarrow t_h \) in the inner integral and \( \sqrt{t^2 + h^2} \rightarrow r_h \) in the outer integral; finally, solving the inner integral in (35) yields \( P_{\text{cov}}^{(S)}(\theta, \lambda) \) in (18).

**C. Proof of Lemma 3**

First, (i) can be easily obtained from Theorem 2. Furthermore, (ii) is a consequence of Lemma 1. Lastly, (iii) follows from Theorem 2 for closest BS association and from
\[
P_{\text{cov}}^{(S)}(\theta, \lambda) = 2\pi \lambda \int_0^\infty \exp \left( -2\pi \lambda \int_0^\infty \left( 1 - \frac{1}{1 + \theta \frac{t(t,h)}{t(r,h)}} \right) t dr \right) r dr \quad (36)
\]
\[
< 2\pi \lambda \int_0^\infty \exp \left( -2\pi \lambda \int_r^\infty \left( 1 - \frac{1}{1 + \theta \frac{t(t,h)}{t(r,h)}} \right) t dr \right) r dr \quad (37)
\]
\[
= 2\pi \lambda \int_0^\infty \exp \left( -\pi \lambda \psi(\theta) r^2 \right) r dr \exp \left( -\pi \lambda h^2 \psi(\theta) \right) \quad (38)
\]
for strongest BS association (see Appendix II-B for details).
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