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Abstract—Submodular maximization enables efficient approximation of machine learning, networking, and language processing problems. Typically, these problems have been shown to have matroid constraints, which generalize matching and partition conditions. Developing scalable, distributed submodular optimization algorithms that guarantee the same performance as centralized techniques has been an active area of research. In this paper, we address the problem of developing scalable distributed algorithms for submodular maximization with a matroid constraint. Our key step is to construct an auxiliary function from the submodular objective function, and develop distributed exchange-based algorithms for optimizing the auxiliary function. We first introduce a distributed algorithm for maximizing a submodular function with a matroid constraint. We then develop an algorithm for maximizing time-varying submodular functions under partition matroid constraints, which arises in sensor placement and data caching. We prove that both algorithms provide \((1-1/e)\) optimality bounds, and hence achieve the same guarantees as the best centralized algorithms.

I. INTRODUCTION

Submodularity is a diminishing returns property of set functions, analogous to concavity of continuous functions. A variety of problems in machine learning [1], language processing, social networking [2], image processing, and robotics can be modeled as selecting a subset of nodes to maximize a submodular objective function. While subset selection is known to be NP-hard in general, the submodularity property enables efficient algorithms for optimization under a variety of constraints [3], [4].

Matroid constraints generalize cardinality, matching, and linear constraints, and arise naturally in wireless networking applications including sensor scheduling [5], data caching [6], welfare maximization [7], and camera placement. Centralized algorithms with provable optimality guarantees, based on greedy [3], [8] and local exchange [9] techniques, have been developed for maximizing submodular functions with a matroid constraint. The additional structure of a partition matroid constraint, which occurs in the sensor placement, data caching, and welfare maximization problems, has been shown to enable more efficient centralized algorithms with the same optimality properties [3], [7].

Centralized algorithms for submodular maximization require an entity with global knowledge of the objective function and matroid constraint. In application domains including networking, sensing, and robotics, however, a set of distributed nodes with only local information must decide whether to join or leave the subset using minimal computation, storage, and communication. These constraints have made development of scalable and distributed submodular maximization algorithms an active area of research.

In [5], a distributed greedy algorithm was proposed for cardinality-constrained submodular maximization. This approach requires global time synchronization among the nodes, and also requires each node to periodically broadcast to the rest of the network. Furthermore, while the greedy algorithm achieves the best optimality bound under cardinality constraints, it does not provide optimal performance under general matroid constraints [8]. A distributed submodular optimization algorithm that relies on local exchanges and does not require time synchronization or broadcast was introduced in [10]. This approach, however, does not provide the same optimality guarantees as centralized submodular maximization algorithms. Currently, developing scalable distributed submodular maximization algorithms that achieve these optimality guarantees is an open problem.

In this paper, we address the problem of developing scalable and distributed algorithms for submodular maximization that achieve the same optimality guarantees as the best possible centralized algorithms. In addressing this problem, we make two contributions.

First, we propose a distributed algorithm for maximizing a monotone submodular function subject to an arbitrary matroid constraint. Our approach leverages the fact that optimizing an auxiliary function, instead of the objective function itself, improves the optimality bound [9]. We develop scalable distributed algorithms for computing the auxiliary function, and propose an exchange-based algorithm for optimizing the auxiliary function. We prove that our approach achieves a \((1-1/e)\) optimality bound in polynomial time. We then show how our approach can be applied to commonly occurring classes of matroids, including uniform, partition, linear, transversal, and graphic matroids. Our algorithms rely on local computation and communication between the network nodes, in order to be feasible in resource-constrained wireless networks.

As our second main contribution, we propose distributed online algorithms for maximizing a time-varying monotone submodular function subject to partition matroid constraints. Under our online approach, each node uses an experts algo-
rithm to learn whether to remain in the set, or leave the set and allow a randomly chosen node to join, resulting in a time-varying subset that changes based on the learned objective function. We prove that this online exchange algorithm returns a time-varying set that achieves a $(1-1/e)$ optimality bound compared to the best fixed set.

We demonstrate our approach in a simulation study on data femtocaching in wireless networks. The data caching problem is to select a set of files to store on a collection of data caches in order to maximize the utility of a set of users. This problem was shown to be a submodular maximization problem with a partition matroid constraint in [6], where a centralized greedy algorithm was proposed. Our distributed algorithm converges to the same objective function value as the centralized approach.

The paper is organized as follows. Section II presents related work. Section III describes the system model and assumptions, and gives background on matroids, submodularity, and experts algorithms. Section IV presents distributed algorithms for verifying independence under common classes of matroids. Section V introduces our offline distributed algorithm for submodular maximization with an arbitrary matroid constraint. Section VI presents algorithms for distributed submodular maximization under partition matroid constraints. Section VII contains our simulation results. Section VIII concludes the paper and discusses directions for future work.

II. RELATED WORK

Submodular optimization has been extensively studied in the offline centralized case [3], [8], [11]. In [8], it was shown that a greedy algorithm achieves a $(1−1/e)$ optimality bound for cardinality-constrained monotone submodular maximization and a $1/2$ optimality bound for matroid-constrained monotone submodular maximization. The optimality bound for matroid-constrained submodular maximization was improved to $(1−1/e)$ in [3], where the authors introduced a centralized continuous greedy algorithm.

A purely combinatorial approach to submodular maximization was proposed in [9]. Subsequent works considered submodular maximization under multiple matroid and knapsack constraints, as well as maximization of non-monotone submodular functions [4]. Our approach is based on exchange-based optimization of an auxiliary function as in [9], but does not require value oracle access to the submodular function, which can only be achieved by a centralized entity.

A centralized online algorithm for submodular maximization under a matroid constraint was presented in [12], under the assumption that the algorithm has full oracle access to the objective functions from all previous time periods, which we do not assume.

Distributed submodular maximization was first considered for specific applications including sensor scheduling [5] and data caching [6]. In [5], a distributed online algorithm for submodular maximization was proposed that requires each node to periodically broadcast to all other nodes in the network, limiting the scalability of the approach. In [10], a distributed online submodular maximization algorithm that relies on local exchanges instead of network-wide broadcasts was introduced. This algorithm, however, guarantees an optimality bound of $1/2$, less than the best achievable guarantee of $(1−1/e)$ in the centralized case.

III. BACKGROUND AND SYSTEM MODEL

In this section, we present our system model, and then give background on matroids and experts algorithms.

A. System Model

We consider a set of $n$ nodes indexed in the set $V = \{1, \ldots, n\}$. Each node is assumed to be locally time-synchronized with its neighbors, and to have an internal Poisson clock with unit rate (a Poisson clock is a clock that ticks at a set of times $T_1, T_2, \ldots$, where the $T_i$’s are a Poisson process).

The objective function $f(S)$ is assumed to be monotone and submodular, and normalized so that $f(S) \in [0, 1]$. The nodes are assumed to have a distributed algorithm to compute $f(S)$. Each node can join or leave the set $S$ at any time $t$, resulting in a time-varying set indexed $S_t$. In Section IV, we describe distributed algorithms for the nodes to check whether the matroid constraint $S \in \mathcal{I}$ holds for different classes of matroid. The amount of local information exchange required by each node to compute $f(S)$ and $\mathcal{I}$ depends on the definition of $f(S)$ and $\mathcal{I}$.

B. Matroids and Submodular Functions

A matroid is defined as follows.

Definition 1: A matroid $\mathcal{M}$ is defined by $\mathcal{M} = (V, \mathcal{I})$, where $V$ is a finite set and $\mathcal{I}$ is a set of subsets of $V$, satisfying

(i) $\emptyset \in \mathcal{I}$, (ii) $B \in \mathcal{I}$ and $A \subseteq B$ implies that $A \in \mathcal{I}$, and (iii) $A, B \in \mathcal{I}$ and $|A| < |B|$ implies that there exists $v \in B \setminus A$ such that $(A \cup \{v\}) \in \mathcal{I}$.

If a set $A$ satisfies $A \in \mathcal{I}$, then $A$ is said to be independent. We use the notation $A \in \mathcal{I}$ and $A \in \mathcal{M}$ interchangeably to denote independence in matroid $\mathcal{M} = (V, \mathcal{I})$. A maximal independent set is a basis. All bases of a matroid will have the same cardinality [13]; the cardinality of a basis is denoted as the rank of the matroid.

Lemma 1 ([13]): Let $V$ be a finite set, and define $P_1, \ldots, P_m$ to be a partition of $V$. Consider a set $\mathcal{I}$ of subsets of $V$ such that $A \in \mathcal{I}$ iff $|A \cap P_r| \leq d$ for all $r = 1, \ldots, m$ and some integer $d$. Then $(V, \mathcal{I})$ is a matroid, and is denoted as a partition matroid.

Other classes of matroids that can be incorporated as constraints in our algorithm are presented in Section IV. The following lemma is needed for our optimality proof, and will be generalized in Section VI.

Lemma 2 ([13]): Let $\mathcal{M} = (V, \mathcal{I})$ be a matroid, and let $B_1$ and $B_2$ be bases of $\mathcal{M}$. Then there exists a bijection $\pi : B_1 \rightarrow B_2$ such that, for each $b \in B_1$, $(B_1 - b + \pi(b)) \in \mathcal{I}$, and $\pi(b) = b$ for all $b \in B_1 \cap B_2$.

For any finite set $V$, a set function $f : 2^V \rightarrow \mathbb{R}$ is monotone if for any $A$ and $B$ with $A \subseteq B$, $f(A) \leq f(B)$. The set
function $f(S)$ is submodular if for any $A$ and $B$ with $A \subseteq B$, and any $v \notin B$,

$$f(A \cup \{v\}) - f(A) \geq f(B \cup \{v\}) - f(B).$$

C. Background on Experts Algorithms

The goal of an experts algorithm is to select a sequence of actions $s^{(1)}, \ldots, s^{(T)}$ from a fixed set of actions $S = \{s_1, \ldots, s_L\}$. After choosing each action $s^{(j)}$, the algorithm receives a benefit $u^{(j)}(s^{(j)})$; the goal is to select actions that maximize the total benefit $\sum_{j=1}^{T} u^{(j)}(s^{(j)})$. The experts algorithms will be used in Section VI for online submodular maximization in the case where the objective function changes over time.

An important class of experts algorithms maintain time-varying weights for each action, which are updated at each time step. The exponential weighted updated algorithm, presented as Algorithm 1 below, has been shown to provide both theoretical guarantees and empirical performance [14].

Algorithm 1 Experts algorithm with exponential update.

1. procedure EXPWEIGHTEDUPDATE($A$)
2. \hspace{1em} Input: Set of actions $S$, with $L = |S|$
3. \hspace{1em} //$w_i$ is weight of node $i$
4. \hspace{1em} Initialization: $w_i \leftarrow 1$, $p_i \leftarrow \frac{1}{L}$ for all $i \in S$
5. \hspace{1em} Choose parameters $\alpha, \zeta \in [0, 1]$
6. \hspace{1em} for Each round $j$ do
7. \hspace{1em} \hspace{1em} Select action $s^{(j)} \in S$ from distribution $p$, receive benefit $u^{(j)}(s^{(j)})$
8. \hspace{1em} \hspace{1em} for $i = 1, \ldots, L$ do
9. \hspace{1em} \hspace{1em} \hspace{1em} if $s^{(j)} = s_i$ then
10. \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} $\ell'_i \leftarrow (u^{(j)}(s^{(j)}) + \alpha)/p_i$
11. \hspace{1em} \hspace{1em} \hspace{1em} else
12. \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} $\ell'_i \leftarrow \alpha/p_i$
13. \hspace{1em} \hspace{1em} end if
14. \hspace{1em} \hspace{1em} $w_i \leftarrow \alpha/p_i$
15. \hspace{1em} end for
16. \hspace{1em} $w \leftarrow (1^{T}w)^{-1}w$
17. end for
18. end procedure

The following theorem describes the worst-case optimality guarantees of Algorithm 1.

Theorem 1: The sequence of actions $s^{(1)}, \ldots, s^{(T)}$ chosen by Algorithm 1 satisfy

$$E \left( \sum_{j=1}^{T} u^{(j)}(s^{(j)}) \right) + O \left( \sqrt{L \ln L}T \right)$$

$$\geq \max_{s_i \in S} \left\{ E \left( \sum_{j=1}^{T} u^{(j)}(s_j) \right) \right\}. \quad (1)$$

Theorem 1 implies that the EWU algorithm provides a better overall utility than selecting any fixed action at each time step.

IV. Testing Matroid Independence

Our distributed submodular maximization algorithm requires a distributed approach to testing independence in a matroid. In the worst case, determining whether $S \in M$ for a set $S$ and matroid $M$ would require each node to know the value of $S$ and have an independence oracle for the matroid, which in turn would require each node to broadcast to the rest of the network when joining or leaving $S$. For many common matroids, however, more efficient distributed algorithms are possible. Efficient distributed algorithms for common classes of matroids are described as follows.

A. Uniform and Partition Matroids

For uniform matroids, it suffices to show that $|S| = k$, which can be verified by any algorithm that computes $|S|$. Furthermore, the exchange-based algorithm of Section V-C preserves the cardinality at each iteration. For a partition matroid, if each node $v$ knows which partition $A_i$ satisfies $v \in A_i$, then the condition $S - u + v \in M$ is satisfied iff $u$ and $v$ belong to the same partition and can be verified by $u$ and $v$ alone.

B. Linear and Transversal Matroids

In a more general linear matroid, each node $v$ has a corresponding vector $r_v$. The set $S$ is independent if the matrix with columns $\{r_v : v \in S\}$ has full rank. In the exchange-based algorithm, by inductive hypothesis $S$ is linearly independent, and hence $S - u$ is linearly independent. It therefore suffices to show that $v$ is not in the span of $S - u$.

One approach to checking whether $v$ is in the span of $S - u$ is by solving the least-squares problem $\min \{ ||Ax - r_v||_2 \}$, where $A$ is the matrix with columns indexed in $S - u$. Distributed least-squares algorithms are readily available in the literature [15]. If the minimum value is sufficiently large, then the vectors are evaluated to be linearly independent.

An important sub-class of linear matroids are transversal matroids. A transversal matroid is defined by a set system $(A_1, \ldots, A_m)$, in which each node $v$ belongs to one or more of the $A_i$’s. A set of nodes $S$ is independent if there is a bipartite matching between $S$ and the sets represented by $S$. A linear representation can be constructed by each node generating a random vector in $\mathbb{R}^m$, with a nonzero $i$-th entry if $v \in A_i$ and a zero entry otherwise. A set of nodes $S$ is independent if the corresponding set of columns in the matrix is independent.

C. Graphic Matroids

A matroid is graphic if it can be represented by the collection of forests of a graph, i.e., the set of subsets of edges that do not contain a cycle. Independence in a graphic matroid can be verified by each node determining if it belongs to any cycle, which can be performed in polynomial-time. In particular, if $S$ is a basis, then $S - \{u\} + v$ is independent if and only if $u$ and $v$ belong to the same connected component.
V. OFFLINE MAXIMIZATION WITH MATROID CONSTRAINT

In this section, we give a distributed algorithm for selecting a set $S$ to solve the problem $\max \{ f(S) : S \in \mathcal{M} \}$, where $\mathcal{M}$ is a matroid and $f(S)$ is a monotone submodular function. We let $k$ denote the rank of $\mathcal{M}$. We first define an auxiliary objective function that will be used in the optimization algorithm. We then provide a distributed algorithm for computing the auxiliary function followed by our proposed submodular maximization algorithm. Finally, we analyze the runtime and worst-case optimality bound of our approach.

A. Definition of Auxiliary Function

The auxiliary function $g(S)$ that we employ is the potential function of $[9]$. The main idea of the auxiliary function is to choose a probability $p$ from a given distribution, and then define a set $A$ that samples each element of $S$ independently with probability $p$. Intuitively, a set $S$ will have a high value of $g(S)$ if it is “robust”, i.e., if it has a high value of $f(\cdot)$ even when some elements of $S$ are removed.

Formally, $g(S)$ is defined as follows. Let $p \in [0, 1]$ be chosen with probability density function $\nu(x) = \frac{e^x}{\sum e^x}$. The function $g(S)$ is equal to the expected value of $f(A)$, where $A$ is generated by sampling each element from $S$ with probability $p$. To arrive at a closed-form expression for $g(S)$, define coefficients $m_{a,b}$ by

$$ m_{a,b} = \mathbb{E}(p^b(1-p)^{a-b}) = \int_0^1 \frac{e^x}{e^x - 1} p^b(1-p)^{a-b} \, dp. $$

The function $g(S)$ is then equal to

$$ g(S) = \sum_{A \subseteq S} m_{|S|-1,|A|-1} f(A). \quad (2) $$

B. Computation of Auxiliary Function

A centralized algorithm for computing $g(S)$ was proposed in [9]. A distributed algorithm based directly on [9], however, would require all nodes to agree on a value of $p$ at each iteration. While agreement on $p$ could be provided through broadcast or gossip algorithms, this would increase the communication overhead of the algorithm. We present an alternative, distributed approach to computing $g(S)$. The approach requires each node to store the coefficients $\{m_{k,b} : b = 0, \ldots, k\}$, where $k$ is the rank of the matroid. Since changes to the set $S$ occur on a longer timescale than computation of $g(S)$ (through selection of the parameter $\gamma$ in Section V-C), in what follows we make the simplifying assumption that $S$ is constant during estimation of $g(S)$.

The distributed algorithm maintains a time-varying set $A \subseteq S$. At each tick of its Poisson clock, node $v$ in $S$ checks whether $v \in A$. If $v \in A$, then $v$ leaves the set $A$ with probability $1/2$, and remains in $A$ otherwise. If $v \notin A$, then $v$ joins $A$ with probability $1/2$, and remains in $S \setminus A$ otherwise.

In order to analyze the time required to estimate $g(S)$, we develop a discrete-time Markov chain model of the set $A$, in which the discrete time steps occur each time a node’s Poisson clock ticks. The states of the Markov chain, denoted $X[m]$, are in the set $\{0, 1\}^{\mid S\mid}$. Letting $v$ denote the index of the node whose clock ticks at time $m$, the $v$-th bit of $X[m]$ is flipped with probability $1/2$ and remains the same with probability $1/2$. Note that $\mid S\mid \leq k$, where $k$ is the rank of the matroid, since the set $S$ is assumed to be independent. The following lemma describes the characteristics of this Markov chain.

Lemma 3: The Markov chain $X[m]$ defined above has a stationary distribution in which all states in $\{0, 1\}^{\mid S\mid}$ have equal weight. This distribution is reached within $O(k \log k)$ ticks. The probability that $X[m]$ and $X[m+M]$ are statistically independent, denoted $p_M$, is bounded by $\frac{1}{2} k \log k$.

Proof: Transitions can occur between states $x$ and $y$ with $x \neq y$ when the Hamming distance between $x$ and $y$ is equal to 1. Suppose $x_i = 1$ and $y_i = 0$. Then a transition from $x$ to $y$ occurs if $i$’s Poisson clock ticks and $i$ leaves the set $A$, while a transition from $y$ to $x$ occurs if $i$’s Poisson clock ticks and $i$ joins the set $A$. Since both events have probability $\frac{1}{2} k \log k$, the detailed balance equations hold and the stationary distribution assigns equal weight to all states.

In order to bound the mixing time of the Markov chain, we use the coupling method, with one walk $X'[m]$ starting from an arbitrary distribution and one walk $X''[m]$ starting from the stationary distribution. The mixing time is bounded above by the time until $X'[m] = X''[m]$. We will have $X'[m] = X''[m]$, in the worst case, after all of the nodes in $S$ have had Poisson clock ticks. This is equivalent to the classical coupon collector’s problem with $\mid S\mid$ coupons, which has expected time of $\mid S\mid \log \mid S\mid$. Since $S \in \mathcal{M}$ and $k$ is the rank of $\mathcal{M}$, $\mid S\mid \leq k$ and hence the expected time is bounded by $k \log k$.

To prove the second part of the lemma, we observe that for each $i \in S$, $X_i[m]$ and $X_i[m+M]$ will be statistically independent if node $i$’s clock ticks during the interval $\{m, m+1, \ldots, m+M\}$, and will be equal otherwise. Hence, $X[m]$ and $X[m+M]$ will be statistically independent if and only if all $k$ nodes have had Poisson clock ticks during the $M$ total ticks of that interval. Since each node is equally likely to have a clock tick at each time step $m' \in \{m, m+1, \ldots, m+M\}$, the probability of this event is equal to the probability that, in the coupon collector problem, all coupons are collected within $M$ samples. This is bounded below by $\left(1 - k^{-\frac{1}{M/k}}\right)^M$.

The procedure for approximating $g(S)$ is as follows. The set $A$ varies over time as described above. The nodes use the distributed algorithm for computing $f(\cdot)$ to evaluate $f(A)$, and compute $\mid A\mid$ using a gossip algorithm, which can run in $O(n \log n)$ time to update $\mid A\mid$. After every $M$ clock ticks, each node in $V$ (including nodes not in $S$) records the current value of $f(A)$ and the value of $\mid A\mid$, creating a set of samples $f(A_1), \ldots, f(A_N)$. After $N$ time samples have been recorded, after a total of $MN$ clock ticks, node $v$ computes $\tilde{g}(S) = \frac{1}{N} \sum_{i=1}^N m_{k,|A_i|} f(A_i)$. Theorem 2: Let $\epsilon > 0$, $\delta > 0$. Define $N$ by

$$ N = \frac{1}{2} \left( \frac{e}{\epsilon} H_k \right) \log \frac{1}{\delta}, $$

where $H_k$ is the $k$-th harmonic number, and define $M = k \log k \log \frac{N}{\delta}$. Then $Pr(|\tilde{g}(S) - g(S)| > \epsilon) < \delta$. 
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Proof: From [9], N independent samples are needed to ensure that \( Pr(|\tilde{g}(S) - g(S)| > \epsilon) < \delta \). Hence, \( M \) must be selected to ensure that \( N \) independent samples are generated with sufficiently high probability. Let \( E_i \) denote the event that the \( i \)-th sample is independent of the remaining \((N - 1)\) samples. Then we have

\[
Pr(E_1 \cap \cdots \cap E_N) = 1 - Pr(E_1^c \cup \cdots \cup E_N^c)
\geq 1 - NPr(E_1^c)
\geq 1 - N(\frac{n}{k - 1})^M
\]

where (3) is a union bound and (4) follows from Lemma 3.

Substituting the value of \( M \) in (4) gives the optimality bounds and runtime.

Theorem 2 implies that the procedure for estimating \( g(S) \) can be performed in a distributed manner in \( O(M) \) samples.

C. Description of Algorithm

Our proposed algorithm is described as follows. After every \( \gamma M \) ticks of its Poisson clock, where \( M \) is defined as in Theorem 2 and \( \gamma > 1 \), each node \( u \) takes action depending on whether \( u \in S_t \). If \( u \notin S_t \), then \( u \) selects a random node \( v \notin S_t \). If \((S_t - u + v) \in T\), then node \( u \) waits for \( M \) clock ticks for \( g(S_t - u + v) \) to be computed. If \( g(S_t - u + v) > (1 + \epsilon)\tilde{g}(S_t) \) for a fixed parameter \( \epsilon > 0 \), then the set \( S_t \) is updated to \( S_t = S_t - u + v \). Otherwise, node \( v \) leaves \( S_t \) and the set is unchanged. The algorithm terminates at node \( u \) after a fixed number of iterations \( L \) have occurred with \((1 + \epsilon)\tilde{g}(S_t) \geq \tilde{g}(S_t - u + v) \) at each iteration.

If node \( u \notin S_t \), then node \( u \) selects a random node \( v \notin S_t \) and verifies that \((S_t - v + u) \in T\). If so, then nodes \( u \) and \( v \) wait for \( g(S_t - v + u) \) to be computed, and determine whether \( g(S_t - v + u) > (1 + \epsilon)\tilde{g}(S_t) \). The set \( S_t \) is updated to \( S_t = S_t - v + u \) if \( g(S_t - v + u) > (1 + \epsilon)\tilde{g}(S_t) \) and is unchanged otherwise.

This algorithm is an exchanged-based approach, in which random nodes in \( S_t \) are periodically swapped with random nodes in \( V \setminus S_t \). The algorithm terminates at each node if a sufficient number of iterations have elapsed with the membership of \( S_t \) unchanged, which occurs when the \( \tilde{g} \) reaches a local minimum. The optimality bounds and runtime of this approach are analyzed in the following section.

D. Optimality and Runtime Analysis

The worst-case optimality bounds of our approach are characterized in the following theorem.

Theorem 3: Upon termination, the set \( S_t \) returned by the algorithm of Section V-C satisfies \( f(S_t) \geq (1 - 1/e)f(S^*) \), where \( S^* = \arg \max \{ f(S) : S \in \mathcal{I} \} \), with probability \( 1 - \left( \frac{k-1}{k} \right)^L \left( \frac{n-k-1}{n-k} \right)^L \).

Proof: We first show that, with probability \( 1 - \left( \frac{k-1}{k} \right)^L \left( \frac{n-k-1}{n-k} \right)^L \), the set \( S_t \) returned by the algorithm satisfies \( g(S_t) > (1 + \epsilon)g(S_t - u + v) \) for all \( u \in S_t \) and \( v \in V \setminus S_t \). Suppose such nodes \( u \) and \( v \) exist and are not found by the algorithm. Since the algorithm terminates at nodes \( u \) and \( v \) after \( L \) iterations in which \( S_t \) is unchanged, this event occurs if and only if \( L \) iterations pass in which \( u \) does not select \( v \) for a swap and vice versa. The probability that this event occurs is \( \left( \frac{k-1}{k} \right)^L \left( \frac{n-k-1}{n-k} \right)^L \).

Based on the above discussion, with probability \( 1 - \left( \frac{k-1}{k} \right)^L \left( \frac{n-k-1}{n-k} \right)^L \), the set \( S_t \) returned by the algorithm satisfies \( g(S_t) > (1 - 1/e)f(S^*) \).

The following theorem characterizes the complexity of our approach.

Theorem 4: Let \( g^* = \max \{ g(S) : S \in \mathcal{I} \} \) and \( g^0 = g(S_0) \). Then the algorithm terminates after \( O\left( nL \log \frac{g^0}{\gamma M nL \log (1 + \epsilon)} \right) \) iterations, where \( L \) is the number of iterations with \((1 + \epsilon)\tilde{g}(S_t) \geq \tilde{g}(S_t - u + v) \), for total runtime of \( O\left( \gamma M nL \log \frac{g^0}{\gamma M nL \log (1 + \epsilon)} \right) \).

Proof: At each iteration, the set \( S_t \) changes if and only if the function \( \tilde{g} \) improves by a factor of \((1 + \epsilon)\). Hence the maximum number of iterations is equal to \( r \) satisfying \( g(S^*) = (1 + \epsilon)^r g(S_0) \), which is equal to \( \log \frac{g^0}{\gamma M nL \log (1 + \epsilon)} \). In the worst case, each node executes \( L \) random exchanges before finding a node that improves \( \tilde{g} \), and hence the overall worst-case number of iterations is \( nL \log \frac{g^0}{\gamma M nL \log (1 + \epsilon)} \). Since each iteration takes \( \gamma M \) clock ticks, the total run time is \( O\left( \gamma M nL \log \frac{g^0}{\gamma M nL \log (1 + \epsilon)} \right) \).

We note that the algorithm complexity is a function of \( \frac{g^0}{\gamma M nL} \). In order to obtain a bound that is independent of \( g \), a distributed algorithm (e.g., the exchange-based approach of [10]) can be used as a first stage to obtain a set \( S^0 \) such that \( g^0 \) is within a provable \( O(1) \) bound of \( g^* \) (e.g., a factor of 1/2 in [10]). An analogous approach is taken in the centralized algorithm of [9], where the greedy algorithm is used as a first stage to obtain a \((1 - 1/e)\) gap between \( g^* \) and \( g^0 \).

VI. ONLINE MAXIMIZATION WITH PARTITION MATROID CONSTRAINT

We now study the problem of selecting a time-varying set \( S_t \) to solve the problem

\[
\max \int_0^T f_t(S_t) \, dt
\]

s.t. \( S_t \in \mathcal{M} \quad \forall t \in [0, T] \)

where \( \{f_t : t \in [0, T]\} \) is a collection of monotone submodular functions and \( \mathcal{M} \) is a partition matroid. We first describe the algorithm, and then analyze its optimality guarantees.

A. Description of Algorithm

Under our approach, each node maintains a separate implementation of an experts algorithm with two actions, denoted \( s_0 \) and \( s_1 \). After \( \gamma M \) ticks of its Poisson clock, where \( \gamma M \) is chosen as in Section V-C, each node \( v \) first checks whether it is in the set \( S_t \). If \( v \in S_t \), then \( v \) does not take further action. If \( v \notin S_t \), then \( v \) sends an exchange request to a randomly selected node \( u \in S_t \).

The node \( u \) first checks whether \( S_t - u + v \) is independent in the matroid. If \( S_t - u + v \) is independent, then node \( u \) queries its experts algorithm implementation. If the output is \( s_0 \), then
no action is taken and \( S_t \) is unchanged. If the output is \( s_1 \), then \( S_t \) is updated to \( S_t = u + v \). After the decision is made, node \( u \) updates the weight according to Algorithm 1 using the benefit \( \int_{T_0}^{T_v} g_t(S_t) \) dt, where \( T_u \) is the current time and \( T_u' \) is the next time at which \( u \) receives a request.

Intuitively, the algorithm makes exchanges between nodes not in the set \( S_t \) and randomly chosen nodes in the set \( S_t \). If the auxiliary objective function \( g_t \) is increased by the exchange, then the node that exited the set \( S_t \) will be more likely to leave the set \( S_t \) in the future. The independence check enforces the condition that the set is feasible (i.e., obeys the matroid constraint) at each iteration.

**Algorithm 2** Procedure followed by each node \( v \) for distributed online submodular maximization with partition matroid constraint.

1. **procedure** MATROIDOPT
2.   for Each clock tick at time \( T_v \) do
3.     if \( v \notin S_t \) then
4.       Send join request to a random node \( u \in S_t \)
5.     end if
6.   end for
7.   if \( v \in S_t \) and receives join request from \( u \notin S_t \) at time \( T_v \) then
8.     if \( (S_t - v + u) \in \mathcal{M} \) then
9.       Query experts algorithm
10.      if Experts algorithm returns \( s_1 \) then
11.        \( S_t = (S_t - v + u) \)
12.      end if
13.      Feed back \( \int_{T_v}^{T_v'} g_t(S_t) \) dt to experts
14.   end if
15. end if
16. **end procedure**

**B. Optimality Analysis**

We now analyze the optimality guarantees provided by our approach. As a preliminary step, we give a version of Lemma 2 for a time-varying basis of a partition matroid.

**Lemma 4:** Let \( \mathcal{M} \) be a partition matroid, and let \( \{S_t : t \in [0, T]\} \) be a collection of bases of \( \mathcal{M} \). Suppose that there exist a set of times \( T_1, \ldots, T_\ell \) such that \( \mathcal{S}_{T_1} = \mathcal{S}_{T_\ell +} = u + v \) for some \( u \) and \( v \), and \( S_t = S_t' \) for \( t, t' \in [T_{m-1}, T_m] \). Let \( B \) be a basis of \( \mathcal{M} \). Then there exists a family of bijections \( \{\pi_t : S_t \rightarrow B\} \) such that, if \( S_t = S_t - u + v \) for some \( u \) and \( v \), then \( \pi_t(u) = \pi_t(v) \), and \( S_t - u + \pi_t(u) \in \mathcal{I} \) for all \( t \) and \( u \in S_t \).

**Proof:** Let \( \mathcal{M} \) be a partition matroid, and let \( B \) be a basis. Define \( B_t = B \cap P_t \), where \( P_t \) is one of the partitions of the ground set \( V \), so that \( |B_t| = r \) for some integer \( r \). Index the elements of \( B_t \) as \( B_{i_1}, \ldots, B_{i_r} \).

Now, let \( S_t \) be another basis, and define \( S_{t_i} = S_t \cap P_t \), \( S_{t_i} \) and \( B_t \) have the same cardinality, and any two elements of \( S_{t_i} \) and \( B_t \) can be exchanged while preserving independence in \( \mathcal{M} \). Hence, let \( S_{0,i} = \{s_{0,i,1}, \ldots, s_{0,i,r}\} \) be any arbitrary indexing of the elements in \( S_{0,i} \), and define \( \pi_0(S_{0,i,j}) = b_{i,j} \).

To construct \( \pi_t \), suppose that \( S_{T_m} = S_{T_\ell +} = u + v \). Since \( S_{T_m} \) and \( S_{T_\ell +} \) are both bases, \( u \) and \( v \) must belong to the same partition. Hence we define \( \pi_{T_m}(u) = \pi_{T_\ell}(v) \), creating a partition that satisfies the conditions of the lemma.

Now, define set \( B \) by

\[
B = \arg \max \left\{ \frac{1}{T} \int_0^T g_t(C) \ dt : C \in \mathcal{M} \right\}
\]

By Lemma 4, for each \( t \), there is a bijection \( \pi_t : S_t \rightarrow B \) such that, for each \( a \in S_t \), \( (S_t - a + \pi_t(a)) \) is independent. From these definitions, we state a local optimality result.

**Lemma 5:** For each \( b \in B \),

\[
\frac{1}{T} \int_0^T g_t(S_t) \ dt \geq \frac{1}{T} \int_0^T g_t(S_t - \pi_t^{-1}(b) + b) \ dt - O \left( \frac{1}{\sqrt{T}} \right) \quad (5)
\]

**Proof:** Suppose that all nodes \( v \neq b \) follow the algorithm of Section VI-A. For these nodes, both the payoffs and independence algorithm are the same as if all nodes (including \( b \)) followed the algorithm of Section VI-A. Instead of following the algorithm, node \( b \) always chooses \( s_0 \).

After some time \( T_b \) with finite expectation, node \( b \) will join \( S_t \). Now, suppose that at time \( t > T_b \), node \( v \neq b \) sends a join request. Node \( v \) selects a random index in \( \{1, \ldots, k\} \) and sends a message to the node in \( S_t \) with this index. If the chosen node is not equal to \( b \), then the remaining nodes follow the distributed algorithm, and hence \( S_t = S_t + b - \pi_t^{-1}(b) \).

If the join request is sent to \( b \), then node \( b \) always chooses \( s_0 \), and hence the request of node \( v \) is refused and \( S_t \) is unchanged. Hence, any node that would have occupied index \( \pi_t^{-1}(b) \) is excluded from \( S_t \).

By the preceding discussion, the payoff to node \( b \) from choosing the fixed action \( s_0 \) is

\[
\frac{1}{T} \int_0^T g_t(S_t - \pi_t^{-1}(b) + b) \ dt,
\]

while the payoff from following the experts algorithm is

\[
\frac{1}{T} \int_0^T g_t(S_t) \ dt. \quad \text{Hence Theorem 1 implies that (5) holds.}
\]

Lemma 5 implies that, if each node follows the algorithm of Section VI-A, then the value of the auxiliary function \( g_t(S_t) \) is greater than if any fixed node \( b \in B \) is added and the corresponding node \( \pi_t^{-1}(b) \) removed. We now leverage this local optimality to prove a global optimality result for our approach.

**Lemma 6:** Let \( \pi_t : S_t \rightarrow B \) be the bijection guaranteed by Lemma 4. Then

\[
\frac{e}{e - 1} \frac{1}{T} \int_0^T f_t(S_t) \ dt + O \left( \frac{1}{\sqrt{T}} \right) \geq \frac{1}{T} \int_0^T f_t(B) \ dt + \frac{1}{T} \int_0^T \sum_{b \in B} (g_t(S_t) - g_t(S_t - \pi_t^{-1}(b) + b)). \quad (6)
\]

**Proof:** In [9], it was proved that

\[
\frac{e}{e - 1} f(S) \geq f(B) + \sum_{b \in B} [g(A) - g(A - \pi_t^{-1}(b) + b)]
\]
where $f$ is a submodular function, $g$ is the corresponding auxiliary function, and $B = \text{arg max} \{ f(S) : S \in \mathcal{M} \}$. Integrating over $t \in [0,T]$ and normalizing by $T$ yields (6). 

Combining Lemmas 5 and 6 gives the following.

**Theorem 5:** Let $S_t$ be the time-varying set chosen when all nodes follow the algorithm of Section VI-A. Then

$$\frac{1}{T} \int_0^T f_t(S_t) \, dt \geq (1 - 1/e) \frac{1}{T} \int_0^T f_t(B) \, dt - O \left( \frac{k}{\sqrt{T}} \right).$$

**Proof:** By Lemma 6, we have that

$$\frac{e}{e - 1} \frac{1}{T} \int_0^T f_t(S_t) \, dt \geq \frac{1}{T} \int_0^T f_t(B) \, dt + \frac{1}{T} \sum_{h \in B} \left[ g_t(S_t) - g_t(S_t - \pi_t^{-1}(b) + b) \right].$$

Substituting Lemma 5 implies that

$$\frac{1}{T} \int_0^T f_t(S_t) \, dt \geq (1 - 1/e) \frac{1}{T} \int_0^T f_t(B) \, dt - (1 - 1/e)kO \left( \frac{1}{\sqrt{T}} \right).$$

**C. Trading Off Complexity and Optimality**

The complexity of the algorithm can be reduced by using $f_t(S_t)$ to compute the benefit for the experts algorithm, instead of the auxiliary function $g_t(S_t)$, since computing $g_t(S_t)$ requires $M$ evaluations of $f_t(S_t)$. Under this approach, lines 11 and 17 of Algorithm 2 are replaced with $\int_0^T f_t(S_t) \, dt$. The following lemma describes the local optimality.

**Lemma 7:** For the simplified distributed optimization algorithm, the set $S_t$ that is returned satisfies

$$\frac{1}{T} \int_0^T f_t(S_t) \, dt \geq \frac{1}{T} \int_0^T f_t(S_t - \pi_t^{-1}(b) + b) \, dt - O \left( \frac{1}{\sqrt{T}} \right)$$

for each $b \in B$, where $\pi_t : S_t \rightarrow B$ is the bijection guaranteed by Lemma 4.

The proof is analogous to the proof of Lemma 5 and is omitted. The following lemma then describes the global optimality of the simplified algorithm.

**Theorem 6:** For the simplified distributed optimization algorithm, the set $S_t$ that is returned satisfies

$$\frac{1}{T} \int_0^T f_t(S_t) \, dt \geq \frac{1}{2T} \int_0^T f_t(B) \, dt - O \left( \frac{k}{\sqrt{T}} \right) \quad (7)$$

The proof is omitted due to space constraints.

**VII. SIMULATION STUDY**

In this section, we give the results of our simulation study. We first describe the application, and then present the simulation results.
gap was reduced by reducing the value of $\epsilon$ in the algorithm of Section V-C, at the cost of additional iterations.

**VIII. CONCLUSIONS AND FUTURE WORK**

In this paper, we studied distributed submodular maximization subject to matroid constraints, in which each node decides whether to join a time-varying optimized set in order to maximize a submodular objective function. We made two main contributions toward the problem studied. Our first contribution is an offline distributed algorithm for maximizing a fixed submodular objective function with an arbitrary matroid constraint. Under our proposed algorithm, a node in the set is exchanged with a node not in the set, and the impact on an auxiliary function is computed by the network nodes. The auxiliary function of a set is obtained by computing the objective function at random subsets of the sets, which determines whether the objective function is robust to nodes being removed from the set. We show that this auxiliary function can be computed efficiently, and that the distributed exchange-based algorithm leads to a $(1-1/e)$ optimality bound, which is equal to the best achievable optimality bound.

We then considered online submodular maximization, in which the objective function varies over time, under partition matroid constraints. Partition matroids are a widely-studied class of matroids that generalize cardinality constraints [13] and the submodular welfare problem [7], and have direct applications including data cache placement [6]. In our online algorithm, each node in the time-varying set estimates the value of being replaced by a randomly chosen node using an experts algorithm. We proved that the online algorithm satisfies a local optimality condition, namely, that the time-varying set chosen by the algorithm provides a larger objective function value than a set in which any fixed node is included at each time step. Based on the local optimality result, we then showed that the online algorithm achieves a $(1-1/e)$ optimality bound compared to the best possible fixed set, in the limit as the number of time steps goes to infinity.

An important direction of our future research is to generalize the distributed online algorithm from partition matroids to arbitrary matroids. We also plan to research and develop scalable and distributed algorithms for submodular maximization with knapsack or multiple matroid constraints.
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