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Abstract. The widespread use of finite state machines (FSMs) in modeling of communication protocols has lead to much interest in testing from (deterministic and non-deterministic) FSMs. Most approaches for selecting a test suite from a non-deterministic FSM are based on state counting. Generally, the existing methods of testing from FSMs check that the implementation under test behaves as specified for all input sequences. On the other hand, in many applications, only input sequences of limited length are used. In such cases, the test suite needs only to establish that the IUT produces the specified results in response to input sequences whose length does not exceed an upper bound \( l \). A recent paper devises methods for bounded sequence testing from deterministic FSM specifications. This paper considers the, more general, situation where the specification may be a non-deterministic FSM and extends state counting to the case of bounded sequences. The extension is not trivial and has practical value since the test suite produced may contain only a small fraction of all sequences of length less than or equal to the upper bound.

1 Introduction

Finite state machines (FSMs) are widely used in modeling of communication protocols. As testing is a vital part of system development, this has lead to much interest in testing from FSMs [13], [9]. Given a FSM specification, for which we have its transition diagram, and an implementation, which is a “black box” for which we can only observe its input/output behavior, we want to test whether the implementation under test (IUT) conforms to the specification. This is called conformance testing or fault detection and a set of sequences that solves this problem is called a test suite.

Many test selection methods have been developed for the case where the specification is a deterministic FSM. The best known methods are: Transition Tour [13], Unique Input Output (UIO) [13], Distinguishing Sequence [13], the \( W \) method [2], [13] and its variant, the “partial \( W \)” (\( Wp \)) method [3]. The \( W \) and \( Wp \) methods will find all the faults in the IUT provided that the number of states of the IUT remain below a known upper bound.

When the specification is deterministic, equivalence is the natural notion of correctness. On the other hand, when the specification is non-deterministic,
equivalence may often be too restrictive. Usually, a non-deterministic FSM specification provides a set of alternative output sequences that are valid responses to some input sequence and the IUT may choose from these (when the IUT is deterministic only one choice is allowed, otherwise multiple choices can be made). Consequently, the IUT is correct if and only if every input/output sequence that is possible in the IUT is also present in the specification; we say that the IUT is a reduction of the specification. Obviously, equivalence is a particular case of reduction, where all specified choices are implemented. Most approaches for selecting a test suite from a non-deterministic FSM are based on state counting [11], [12], [14].

Generally, the existing methods of testing from FSMs check that the IUT behaves as specified for all input sequences. On the other hand, in many applications, only input sequences of limited length are used. In such cases, the test suite needs only to establish that the IUT produces the specified results in response to input sequences whose length does not exceed an upper bound \( l \). A recent paper extends the \( W \) and \( W_p \) methods to the case of bounded sequences [8].

This paper considers the, more general, situation where the specification may be a non-deterministic FSMs and extends the state counting based test selection method to the case of bounded sequences. The extension is not straightforward since it is not sufficient to extract the prefixes of length at most \( l \) from the test suite produced in the unbounded case. Furthermore, the test suite produced may contain only a small fraction of all sequences of length less than or equal to the upper bound.

The paper is structured as follows. Section 2 introduces FSM related concepts and results that are used later in the paper, while section 3 reviews the use of state counting in testing from non-deterministic FSMs. Section 4 presents the testing method for bounded sequences, while the following two sections provide its theoretical basis: the \( l \)-bounded product FSM is defined in section 5, while in section 6, state counting is used to validate the test suite given earlier. Conclusions are drawn in section 7.

## 2 Finite state machines

This section introduces the finite state machine and related concepts and results that will be used later in the paper.

First, the notation used is introduced. For a finite set \( A \), we use \( A^* \) to denote the set of finite sequences with members in \( A \); \( \epsilon \) denotes the empty sequence. For \( a, b \in A^* \), \( ab \) denotes the concatenation of sequences \( a \) and \( b \). \( a^n \) is defined by \( a^0 = \epsilon \) and \( a^n = a^{n-1}a \) for \( n \geq 1 \). For \( U, V \subseteq A^* \), \( UV = \{ab \mid a \in U, b \in V\} \); \( U^n \) is defined by \( U^0 = \{\epsilon\} \) and \( U^n = U^{n-1}U \) for \( n \geq 1 \). Also, \( U[n] = \bigcup_{0 \leq k \leq n} U^k \).

For a sequence \( a \in A^* \), \( |a| \) denotes the length (number of elements) of \( a \); in particular \( ||\epsilon|| = 0 \). For a sequence \( a \in A^* \), \( b \in A^* \) is said to be a prefix of \( a \) if there exists a sequence \( c \in A^* \) such that \( a = bc \). The set of all prefixes of \( a \) is
produced (h). For \( U \subseteq A^* \), \( \text{pref}(U) \) denotes the set of all prefixes of the elements in \( U \). For a finite set \( A \), \( |A| \) denotes the number of elements of \( A \).

A finite state machine (FSM) \( M \) is a tuple \((\Sigma, \Gamma, Q, h, q_0)\), where \( \Sigma \) is the finite input alphabet, \( \Gamma \) is the finite output alphabet, \( Q \) is the finite set of states, \( h : Q \times \Sigma \rightarrow 2^Q \times 2^\Gamma \) is the transition function and \( q_0 \in Q \) is the initial state. A FSM is usually described by a state-transition diagram. Given \( q, q' \in Q, \sigma \in \Sigma \) and \( \gamma \in \Gamma \), the application of input \( \sigma \) when \( M \) is in state \( q \) may result in \( M \) moving to state \( q' \) and outputting \( \gamma \) if and only if \((q', \gamma) \in h(q, \sigma)\).

\( M \) is said to be completely specified if for all \( q \in Q \) and \( \sigma \in \Sigma \), \( |(h(q, \sigma))| \geq 1 \). If \( M \) is not completely specified, it may be transformed to form a completely specified FSM by assuming that the “refused” inputs produce a designated error output, which is not in the output alphabet of \( M \); this behavior can be represented as self-looping transitions or transitions to an extra (error) state. \( M \) is said to be deterministic if for all \( q \in Q \) and \( \sigma \in \Sigma \), \( |(h(q, \sigma))| \leq 1 \).

The function \( h \) may be extended to take input sequences and produce output sequences, i.e. \( h : Q \times \Sigma^* \rightarrow 2^Q \times 2^\Gamma^* \). The projections \( h_1 : Q \times \Sigma^* \rightarrow 2^Q \) and \( h_2 : Q \times \Sigma^* \rightarrow 2^\Gamma^* \) of \( h \) give the states reached \((h_1)\) and the output sequences produced \((h_2)\) from a state, given an input.

A FSM \( M \) is said to be initially connected if every state \( q \) is reachable from the initial state of \( M \), i.e. there exists \( s \in \Sigma^* \) such that \( q \in h_1(q_0, s) \). If \( M \) is not initially connected it may be transformed into an initially connected FSM by removing the unreachable states.

Given a state \( q \), the associated language of \( q \), \( L_M(q) \), contains the input/output sequences allowed by \( M \) from \( q \). More formally, \( L_M(q) = \{ (s, g) \mid s \in \Sigma^*, g \in h_2(q, s) \} \). The input/output sequences allowed by \( M \) from \( q_0 \) make up the associated language of \( M \), denoted by \( L(M) \).

States \( q \) of \( M \) and \( q' \) of \( M' \) are said to be equivalent if \( L_M(q) = L_{M'}(q') \). FSMs \( M \) and \( M' \) are said to be equivalent if their initial states are equivalent, i.e. \( L(M) = L(M') \). The equivalence relation can be restricted to a set of input sequences \( Y \subseteq \Sigma^* \); this is called \( Y \)-equivalence.

\( M \) is said to be observable if for every state \( q \), input \( \sigma \) and output \( \gamma \), \( M \) has at most one transition leaving \( q \) with input \( \sigma \) and output \( \gamma \), i.e. \( |\{ q' \mid (q', \gamma) \in h(q, \sigma) \}| \leq 1 \). In such a FSM, given \( q \in Q, s \in \Sigma^* \) and \( g \in \Gamma^* \), \( h_2(q, s) \) is used to denote the state (if exists) where input sequence \( s \) takes \( M \) from state \( q \) while outputting sequence \( g \). Every FSM is equivalent to an observable FSM [10]. It will thus be assumed that any FSM considered is observable.

Suppose \( M \) and \( M' \) are two completely specified FSMs. Given states \( q \) of \( M \) and \( q' \) of \( M' \), \( q \) is said to be a reduction of \( q' \), written \( q \leq q' \), if \( L_M(q) \subseteq L_{M'}(q') \). Obviously, \( q \) and \( q' \) are equivalent if and only if \( q \leq q' \) and \( q' \leq q \). On the class of deterministic FSMs, the two relations coincide. The FSM \( M \) is said to be a reduction of the FSM \( M' \), written \( M \leq M' \), if \( q_0 \leq q'_0 \). Given a set of input sequences \( Y \subseteq \Sigma^* \), weaker reduction relations, denoted by \( \leq_Y \), can be obtained by restricting the above definitions to \( Y \).
3 Testing from non-deterministic FSMs

This section briefly reviews the use of state counting in testing from (possibly) non-deterministic FSMs [5]. One important case is where the IUT is known to be deterministic [12]. However, the general case where the IUT may also be non-deterministic, is considered. All FSMs referred to are assumed to be initially connected, completely specified and observable.

3.1 Prerequisites

When testing from a formal specification, it is usual to assume that the IUT behaves like some unknown element from a fault domain. In the case of a FSM specification $M = (\Sigma, \Gamma, Q, h, q_0)$, the fault domain consists of all initially connected, completely specified and observable FSMs $M' = (\Sigma, \Gamma, Q', h', q'_0)$ with the same input and output alphabets as $M$ and at most $m'$ states, where $m'$ is a predetermined integer greater than or equal to the number $m$ of states of $M$. Furthermore, it will be assumed that the IUT has a reliable reset. A FSM has a reset operation if there is some input $r$ that takes every state to the initial state. A reliable reset is a reset that is known to have been implemented correctly and might be implemented through the system being switched off and then on again. The reset will not be included in the input alphabet.

A test suite is a finite set of input sequences that, for every $M'$ in the fault model that is not a reduction of $M$, shows that $M'$ is erroneous. More formally, $Y \subseteq \Sigma^*$ is a test suite if and only if for every $M'$ in the fault model, $M' \leq M$ if and only if $M' \leq_{Y} M$. Naturally, when the specification $M$ is deterministic, testing for $M' \leq M$ reduces to testing for the equivalence of the two FSMs.

When testing a non-deterministic implementation, it is normal to make a fairness assumption, called the complete testing assumption [10], that there is some known $N$ such that if an input sequence is applied $N$ times then every possible response is observed at least once. Naturally, this assumption automatically holds when the implementation is deterministic. This paper will assume that the complete testing assumption can be made.

When testing from a FSM $M$, sequences that reach and distinguish the states of $M$ are normally selected. These issues are now discussed.

3.2 Reaching states

Input sequence $s \in \Sigma^*$ is said to deterministically-reach (d-reach) state $q$ if $h_1(q_0, s) = \{q\}$. That is, $q$ is the only state reached by $s$. $q$ is said to be d-reachable [12]. The initial state is always d-reachable since it is d-reached by the empty sequence $\epsilon$. Naturally, all reachable states of a deterministic FSM are also d-reachable.

A set $S \subseteq \Sigma^*$ of input sequences is called a state cover of $M$ if $\epsilon \in S$ and $S$ is a minimal set such that every d-reachable state of $M$ is d-reached by some sequence from $S$. 
Consider, for example, $M$ as represented in Fig. 1. States 0, 1 and 2 are d-reached by $\epsilon$, $a$ and $aa$, respectively. On the other hand, state 3 is not d-reachable. Thus $S = \{\epsilon, a, aa\}$ is a state cover of $M$.

![Fig. 1. The state-transition diagram of $M$](image)

### 3.3 Distinguishing states

In order for an input sequence $s$ to distinguish two states $q$ and $q'$ of $M$, it is sufficient that the corresponding sets of output sequences do not intersect, i.e. $h_2(q, s) \cap h_2(q', s) = \emptyset$. Two states for which there exists an input sequence with this property are said to be *separable*.

In the case of a non-deterministic FSM, however, it may be possible that there is no single input sequence that distinguishes between two states, rather these can be distinguished by a set of sequences. This idea leads to the more general, concept of r-distinguishable states, formally defined in an inductive manner as follows [12]. States $q$ and $q'$ are said to be $r(1)$-distinguishable if there exists $\sigma \in \Sigma$ such that $h_2(q, \sigma) \cap h_2(q', \sigma) = \emptyset$. States $q$ and $q'$ are said to be $r(k)$-distinguishable, $k > 1$, if either $q$ and $q'$ are $r(j)$-distinguishable for some $j$, $1 \leq j < k$, or there is some input $\sigma \in \Sigma$ such that for all $\gamma \in h_2(q, \sigma) \cap h_2(q', \sigma)$, the states $h_{\gamma}(q, \sigma)$ and $h_{\gamma}(q', \sigma)$ are $r(j)$-distinguishable for some $j$, $1 \leq j < k$. States $q$ and $q'$ are said to be $r$-distinguishable if there exists some $k \geq 1$ such that $q$ and $q'$ are $r(k)$-distinguishable. Clearly, any two separable states are r-distinguishable, but not vice versa. Naturally, the two notions coincide when the FSM is deterministic.

The definition of r-distinguishable ($r(k)$-distinguishable) states naturally leads to the concept of $r$-distinguishing set ($r(k)$-distinguishing set) of two states $q$ and $q'$; this can also be defined inductively [12]. A set of input sequences that contains an r-distinguishing ($r(k)$-distinguishing) set of $q$ and $q'$ is said to r-distinguish ($r(k)$-distinguish) $q$ and $q'$. 
A set $W \subseteq \Sigma^*$ of input sequences is called a characterization set of $M$ if it r-distinguishes each pair of r-distinguishable states of $M$.

Consider again $M$ in Fig. 1. The pairs of states $(0, 2)$, $(0, 3)$, $(1, 2)$, $(1, 3)$ and $(0, 1)$ are separable; the first four are r-distinguished by $\{b\}$, the last is r-distinguished by $\{ab\}$. On the other hand, states 2 and 3 are not separable, but they are r-distinguished by $\{ab, aab\}$. Thus $W = \{b, ab, aab\}$ is a characterization set of $M$.

### 3.4 Test suite generation

This section describes the generation of a test suite from a FSM using state counting. The method is from [5] and is essentially based on the results given in [12] for the case in which the IUT is known to be deterministic.

Suppose a state cover $S$ and a characterization set $W$ have been constructed. $Q_S$ is used to denote the set of all d-reachable states of $M$. Let $Q^1, \ldots, Q^j$ denote the maximal sets of pairwise r-distinguishable states of $M$. Let also $Q^i_S = Q^i \cap Q_S$, $1 \leq i \leq j$.

Recall that the scope of testing is to check language inclusion between the (unknown) implementation and the specification. Thus, the task is to find a state $q'$ in the implementation such that the input/output exhibited from $q'$ is not allowed from the corresponding state $q$ of the specification. A test suite will be then constructed using a breadth-first search through input/output sequences from each d-reachable state of $M$, in which the termination criterion is based on the observation that if a pair of states $(q, q') \in Q \times Q'$, from which a failure may be exhibited, is reachable then it is reachable by some minimal input/output sequence. Such a minimal sequence will not have visited the same pair of states twice and, furthermore cannot contain pairs of states that have already been reached by the sequences in $S$. More specifically, the following two ideas are used:

- If an input/output sequence $(s, g)$ visits states of some $Q^i$, a tester can use $W$ after each prefix of $(s, g)$ to distinguish between the corresponding states visited along $(s, g)$ in the implementation. If states from $Q^i$ are visited $n_i$ times along a minimal sequence $(s, g)$ in the specification, then $n_i$ distinct states will be visited in the implementation. Thus, $n_i$ cannot exceed $m'$, the upper bound on the number of states of the implementation, by more than 1.
- There could be some d-reachable states among those in $Q^i$ and the corresponding states in the implementation will also be reached by sequences from $S$; this leaves $|Q_S^i|$ less pairs of states to explore.

By combining these two ideas, the breadth-first search can be ended once it has been established that states from some $Q^i$ have been visited $m' - |Q_S^i| + 1$ times.

More formally, given a state $q \in Q_S$, the set $Tr(q)$, called a traversal set in [11], is constructed in the following way:
A set $TrIO(q)$ is defined to consist of all input/output sequences $(s, g)$ for which there exists $i$, $1 \leq i \leq j$, such that $(s, g)$ visits states from $Q'$ exactly $m' - |Q| + 1$ times when followed from $q$ (the initial state of the path is not included in the counting) and this condition does not hold for any proper prefix of $(s, g)$.

$Tr(q)$ is the set of input sequences such that there is some corresponding input/output sequence in $TrIO(q)$, i.e. $Tr(q) = \{s \in \Sigma^* | \exists g \in \Gamma^* \cdot (s, g) \in TrIO(q)\}$.

Then the test suite produced is [5]:

$$Y = \bigcup_{s \in S} pref(Tr(q_s))W$$

where for $s \in S$, $q_s$ denotes the state reached by $s$.

When all the states of $M$ are d-reachable and pairwise r-distinguishable, the test suite reduces to the set $S\Sigma[m' - m + 1]W$. This is equivalent to the test suite produced by the W-method when testing from a deterministic FSM. Where the specification does not satisfy these conditions, a larger test suite is required. Clearly, every sequence in $Tr(q)$ has length at most $m' + 1$. Based on the above definition, an algorithm for constructing $Tr(q)$ is provided in [5].

Consider the specification $M$ as represented in Fig. 1 and the upper bound on the number of states of the implementation $m' = 4$. There is a single maximal set of pairwise r-distinguishable states, $Q^1 = \{0, 1, 2, 3\}$. Since $Q_0 = \{0, 1, 2\}$, $Q_1 = \{0, 1, 2, 3\}$. Thus the termination criterion for $TrIO(q)$ gives $m' - |Q_0| + 1 = 4 - 3 + 1 = 2$. Hence $Y = S\Sigma[2]W$.

## 4 Bounded sequence testing from non-deterministic FSMs

This section shows how the above test generation method can be extended to the case of bounded sequences. In this case, the test suite will contain only sequences of length less than or equal to an upper bound $l \geq 1$ and will have to establish if the IUT behaves as specified for all sequences in $\Sigma[l]$. More formally, $Y \subseteq \Sigma[l]$ is a test suite if and only if for every $M'$ in the fault model, $M' \leq \Sigma[l] \cdot M$ if and only if $M' \leq Y \cdot M$.

The extension is not straightforward, as it is not sufficient to extract the prefixes of length at most $l$ from the test suite produced in the unbounded case. Consider, for example, $M_n$, $n \geq 2$, as represented in Fig. 2 (a), $m' = n + 2$ and $l = n + 1$. All states of $M_n$ are d-reachable and pairwise r-distinguishable, $S = \{e, a, \ldots, a^n, b\}$ is a state cover of $M_n$ and $W = \{a^n b\}$ is a characterization set of $M_n$. Thus $Y = S\Sigma[1]W = \{e, a, \ldots, a^n, b\} \{e, a, b\} \{a^n b\}$ and $pref(Y) \cap \Sigma[n + 1] = pref(a^{n+1}) \cup pref(\{a^i b a^{n-i} | 0 \leq i \leq n\}) \cup pref(b b a^{n-1})$. Consider $M'_n$ as represented in Fig. 2 (b). Let $D = \{axbyb z | x, y, z \in \Sigma^*, \|x\| + \|y\| + \|z\| \leq n - 2\} \subseteq \Sigma[n + 1]$. It can be observed that $M'_n \leq \Sigma[n+1] \setminus D M_n$, but
Fig. 2. The state-transition diagrams of $M_n$ (a) and $M'_n$ (b), $M_0$ (c) and $M'_0$ (d)

$M'_n \leq_{\{s\}} M_n$ does not hold for any sequence $s \in D$. Since $pref(Y) \cap D = \emptyset$, $M'_n \leq_{pref(Y) \cap \Sigma[n+1]} M_n$.

In what follows, it will be shown that state counting can be used to generate tests for bounded sequences, provided that the sets $S$ and $W$ will contain sequences of minimum length that reach or distinguish states of $M$; these sets will be called a proper state cover and a strong $l$-characterization set, respectively.

A few preliminary concepts are defined first. Without loss of generality, all FSMs considered are assumed to be initially connected, completely specified and observable and, furthermore, it will be assumed that every state can be reached by some sequence of length less than or equal to $l$.

For each state $q \in Q$, we define $level_M(q)$ as the length of the shortest path(s) from $q_0$ to $q$, i.e. $level_M(q) = \min\{||s|| \mid s \in \Sigma^*, q \in h_1(q_0, s)\}$. For $M$ as represented in Fig. 1, $level_M(i) = i, 0 \leq i \leq 3$.

States $p$ and $q$ of $M$ are said to be $l$-dissimilar if $p$ and $q$ are $r(k)$-distinguishable for some $k \leq l - \max\{level_M(p), level_M(q)\}$. The notion of $l$-dissimilar (l-similar) states is originally introduced in [1] and is used in [1] and [7] for constructing a minimal deterministic automaton and a minimal deterministic stream X-machine for a finite language. For $M$ as represented in Fig. 1 and $l = 4$, states 2 and 3 are not $l$-dissimilar since they are not $r(1)$-distinguishable. On the other hand, every two other states of $M$ are $l$-dissimilar.
**Definition 1.** A set $S \subseteq \Sigma^*$ of input sequences is called a proper state cover of $M$ if $S$ is a minimal set such that every state $q$ of $M$ that is $d$-reachable by some sequence of length $\text{level}_M(q)$ is $d$-reached by some sequence $s_q$ from $S$ and $\|s_q\| = \text{level}_M(q)$.

For $M$ as represented in Fig. 1, $S = \{\epsilon, a, aa\}$ is a proper state cover of $M$.

The definition of a strong $l$-characterization set and the construction of the test suite are first given for a particular class of FSM specifications (quasi-deterministic FSMs) and then extended to the general type of FSM.

### 4.1 Quasi-deterministic FSMs

A **quasi-deterministic FSM** is a FSM in which for every $k > 0$, every pair of states that are not $\Sigma[k]$-equivalent are $r(k)$-distinguishable. In particular, this condition is satisfied by any deterministic FSM.

**Definition 2.** Suppose $M$ is a quasi-deterministic FSM. A set $W \subseteq \Sigma^*$ of input sequences is a called a **strong $l$-characterization set** of $M$; $l \geq 1$, if for every states $p$ and $q$ of $M$ and every $k, 0 < k \leq l - \max\{\text{level}_M(p), \text{level}_M(q)\}$, for which $p$ and $q$ are $r(k)$-distinguishable, $W$ $r(k)$-distinguishes $p$ and $q$.

Obviously, it is sufficient to check that $W$ $r(k)$-distinguishes $p$ and $q$ for the minimum integer $k \leq l - \max\{\text{level}_M(p), \text{level}_M(q)\}$ for which $p$ and $q$ are $r(k)$-distinguishable. That is, the shortest possible sequences are included in $W$. Naturally, $W$ will $r$-distinguish any two $l$-dissimilar states of $M$.

Consider again $M_n$ as represented in Fig. 2 (a), $n \geq 2$. For every pair $(i, j)$, $0 \leq i < j \leq n$, $i$ and $j$ are $\Sigma[n - j]$-equivalent and $r(n - j + 1)$-distinguishable. Furthermore, $n + 1$ is $r(1)$-distinguishable from any other state. Thus $M_n$ is quasi-deterministic, but not deterministic. $W = \{a, \ldots, a^n, b\}$ is a strong $l$-characterization set of $M_n$. On the other hand, $M$ in Fig. 1 is not quasi-deterministic since states 2 and 3 are neither $\Sigma[2]$-equivalent nor $r(2)$-distinguishable.

### 4.2 Test suite generation

Suppose that the specification $M$ is a quasi-deterministic FSM, $S$ is a proper state cover of $M$ and $W$ is a strong $l$-characterization set of $M$. $Q_S$ is used to denote the set of all states of $M$ reached by sequences in $S$.

Let $Q_1^i, \ldots, Q_j^i$ denote the maximal sets of pairwise $l$-dissimilar states of $M$ and let $Q_S^i = Q_i \cap Q_S, 1 \leq i \leq j$. Under these conditions, the set $Tr(q_s)$ is defined analogously to section 3.4.

Then the test suite for bounded sequences is:

$$Z = (\bigcup_{s \in S} \text{pref}(Tr(q_s))W_e) \cap \Sigma[l] \setminus \{\epsilon\}$$

where $W_e = W \cup \{\epsilon\}$.
When \( Q_S = Q \) and all states of \( M \) are pairwise \( l \)-dissimilar, the test suite reduces to the set \( S \Sigma \lfloor m' - m + 1 \rfloor W_n \cap \Sigma \lfloor l \rfloor \setminus \{ \epsilon \} \). This is equivalent to the test suite produced in [8] for deterministic FSMs.

Consider again \( M_n \), \( n \geq 2 \), as represented in Fig. 2 (a), \( m' = n + 2 \), \( l = n + 1 \) and the IUT \( M_n' \) as represented in Fig. 2 (b). \( S = \{ \epsilon, a, \ldots, a^n, b \} \) is a proper state cover of \( M_n \) and \( W = \{ a, \ldots, a^n, b \} \) is a strong \( l \)-characterization set of \( M_n \).

There is a single maximal set of pairwise \( l \)-dissimilar states, \( Q = \{ 0, \ldots, n + 1 \} \).

Since \( Q_S = \{ 0, \ldots, n + 1 \}, Q_S^k = \{ 0, \ldots, n + 1 \} \). Thus \( Z = S \Sigma \lfloor 1 \rfloor W_n \cap \Sigma \lfloor n + 1 \rfloor \setminus \{ \epsilon \} \) is \( \{ \epsilon \} \) \( a^n \), \( 0 \leq i \leq n - 1 \} \cup \{ a^n b | 0 \leq i \leq n - 1 \} ) \cup \{ b a^n | 1 \leq i \leq n - 1 \} \} \cup \{ b a b, b b b \} \) is \( \{ \epsilon \} \) \( a b a b, b b b \}

As \( b a b \in Z, M_n' \leq Z \) \( M_n \) does not hold.

Note that \( W_e \), rather than only \( W \), is needed in the definition of \( Z \). Consider the specification \( M_0 \) as represented in Fig. 2 (c), \( l = 2 \), \( m' = 2 \) and the faulty implementation \( M_0' \) as represented in Fig. 2 (d). The only sequence that detects the fault in the IUT is \( b a \). \( S = \{ \epsilon, b \} \) is a proper state cover of \( M_0 \) and \( W = \{ b \} \) is a strong \( l \)-characterization set of \( M_0 \).

Thus \( Z = S \Sigma \lfloor 1 \rfloor W_e \cap \Sigma \lfloor 2 \rfloor \setminus \{ \epsilon \} = \{ a, b, a b, b a, b b \} \) does not hold. On the other hand, if \( W \) was used instead of \( W_e \), the correct test suite, \( ba \) would not be contained in \( Z \), so no fault would be detected.

### 4.3 General type of FSMs

We now consider the general type of FSM specifications. First, note that the test suite given above may not be valid when the specification is not quasi-deterministic. Consider, for example, \( M_1 \) as represented in Fig. 3 (a), \( m' = 3 \) and \( l = 4 \). \( M_1 \) is not quasi-deterministic since states 0 and 1 are neither \( r(1) \)-distinguishable nor \( \Sigma \)-equivalent. All states of \( M_1 \) are \( d \)-reachable and pairwise \( l \)-dissimilar. Then, according to the above definitions, \( S = \{ \epsilon, a, a a \}, W = \{ a, a a \} \) and \( Z = S \Sigma \lfloor 1 \rfloor W_e \cap \Sigma \lfloor 4 \rfloor \setminus \{ \epsilon \} \). Consider \( M_1' \) as defined in Fig. 3 (b). It can be observed that \( M_1' \leq \Sigma \lfloor 4 \rfloor \Sigma \lfloor 6 \rfloor \) \( M_1 \), but \( M_1' \leq \{ a \} \) \( M_1 \) does not hold for any sequence \( s \in \Sigma \Sigma \{ b b \} \).

Intuitively, this happens because, when \( M \) is not quasi-deterministic, there may be states \( p' \) and \( q' \) in the implementation \( M' \) that are \( r \)-distinguishable by shorter sequences than those that \( r \)-distinguish the corresponding states \( p \) and \( q \) of the specification \( M \). In our example, states 0 and 1 of \( M_1' \) are \( r \)-distinguishable by \( \{ b \} \), whereas states 0 and 1 of \( M_1 \) are not \( r(1) \)-distinguishable and a longer sequence, \( a a \), is used to \( r \)-distinguish between them. Consequently, the incorrect transition \( h''(2, b) = (0, 1) \) cannot be detected by the above \( Z \), since \( b \) was not included in \( W \). On the other hand, the sequence \( a a b a a \in S \Sigma \lfloor 1 \rfloor W \), which results from the inclusion in \( W \) of the distinguishing sequence \( a a \), has length 5 and, consequently, will not be contained in the test suite.

Now, observe that a sequence \( s \) can \( r \)-distinguish states \( p' \) and \( q' \) of the implementation only if the corresponding states \( p \) and \( q \) of the specification are not \( \{ s \} \)-equivalent, i.e. there exists \( g \in \Gamma^* \) such that \( (s, g) \in (L_M(p) \setminus L_M(q)) \cup (L_M(q) \setminus L_M(p)) \). Thus, the problem can be addressed by extending \( W \) to include any sequence \( s \) for which there exist states of \( M \) that are neither \( \{ s \} \)-equivalent,
nor $r(||s||)$-distinguishable. Then the definition of a strong $l$-characterization set can be extended to the general type of FSM as follows:

**Definition 3.** A set $W \subseteq \Sigma^*$ of input sequences is called a strong $l$-characterization set of $M$, $l \geq 1$, if the following two conditions hold:

- For every states $p$ and $q$ of $M$ and every $k$, $0 < k \leq l - \max\{\text{level}_M(p), \text{level}_M(q)\}$, for which $p$ and $q$ are $r(k)$-distinguishable, $W$ $r(k)$-distinguishes $p$ and $q$.
- $s \in W$ for every $s \in \Sigma^*$ for which there exist states $p$ and $q$ of $M$ with $||s|| \leq l - \max\{\text{level}_M(p), \text{level}_M(q)\}$ such that $p$ and $q$ are neither $\{s\}$-equivalent nor $r(||s||)$-distinguishable.

With this revised definition of $W$, the construction of the suite remains the same as for quasi-deterministic FSM specifications. The following two sections of the paper provide the formal proofs to validate this construction.

For $M_1$ in the above example, states 0 and 1 are neither $\{b\}$-equivalent, nor $r(1)$-distinguishable. Thus $W = \{a, b, aa\}$. Then $aabb \in Z = S\Sigma[1]W, \cap \Sigma[4]\{\epsilon\}$, so $M' \not\leq_Z M$ does not hold.

Consider again $M$ as represented in Fig. 1, $m' = 4$ and $l = 4$. $S = \{\epsilon, a, aa\}$ is a proper state cover of $M$ and $Q_S = \{0, 1, 2\}$. The pairs of states $(0, 2), (0, 3), (1, 2)$ and $(1, 3)$ are $r$-distinguished by $\{b\}$; 0 and 1 are $r$-distinguished by $\{ab\}$ and are $\Sigma$-equivalent. Since states 2 and 3 are $\Sigma$-equivalent, no other sequence needs to be included in $W$. Thus $W = \{b, ab\}$ is a strong $l$-characterization set of $M$. The maximal sets of pairwise $l$-dissimilar states of $M$ are $Q^1 = \{0, 1, 2\}$ and $Q^2 = \{0, 1, 3\}$. Thus $Q^1_S = \{0, 1, 2\}$ and $Q^2_S = \{0, 1\}$ and the two termination criteria for $TrIO(q)$ give $m' - |Q^1_S| + 1 = 4 - 3 + 1 = 2$ and $m' - |Q^2_S| + 1 = 4 - 2 + 1 = 3$, respectively. The tree generated in the construction of $TrIO(1)$ is represented in Fig. 4. A node is a leaf if the path from the root to it has visited (after the root) $n_1 = 2$ states from $Q^1$ or $n_2 = 3$ states from $Q^2$. On the other hand, only paths of length at most $l - \text{level}_M(1) = 4 - 1 = 3$ need to be constructed; in Fig. 4, the remaining branches are drawn with dashed line.
5 The \( l \)-bounded product FSM

In order to compare the languages associated with two observable FSMs \( M \) and \( M' \), one can build a cross-product of their states, such that states \((q, q')\) of the cross-product FSM correspond to pairs of states \(q, q'\) in the two FSMs. A transition on input \( \sigma \) and output \( \gamma \) between states \((q, q')\) and \((p, p')\) exists in the cross-product FSM if and only if the transitions \((p, \gamma) \in h(q, \sigma)\) and \((p', \gamma) \in h'(q', \sigma)\) exist in \( M \) and \( M' \), respectively. The result of such a construction corresponds to the intersection of the languages \( L(M) \) and \( L(M') \). When checking that \( M' \) is a reduction of \( M \), a transition in \( M' \) that is not allowed by \( M \) will lead in the cross-product FSM to a \textit{Fail} state. When only the results produced by the two FSMs in response to input sequences of length at most \( l \) are compared, an integer \( i, 1 \leq i \leq l \), can be added to the state space and incremented by each transition. No transition needs to be defined for \( i = l \). The resulting construction will be called an \( l \)-bounded product FSM of \( M \) and \( M' \).

\textbf{Definition 4.} Given \( l \geq 1 \), the \( l \)-bounded product FSM formed from \( M = (\Sigma, \Gamma, Q, h, q_0) \) and \( M' = (\Sigma, \Gamma, Q', h', q'_0) \) is the FSM \( P_l(M, M') = (\Sigma, \Gamma, Q_P, H, (q_0, q'_0, 0)) \) in which \( Q_P = Q \times Q' \times \{0, \ldots, l\} \cup \{\text{Fail}\} \) with \( \text{Fail} \notin Q \times Q' \times \{0, \ldots, l\} \) and \( H \) is defined by the following rules for all \((q, q'), (p, p') \in Q \times Q', i \in \{0, \ldots, l-1\}, \sigma \in \Sigma \) and \( \gamma \in \Gamma \):

- if \((p, \gamma) \in h(q, \sigma)\) and \((p', \gamma) \in h'(q', \sigma)\) then \(((p, p', i+1), \gamma) \in H((q, q', i), \sigma)\).
Lemma 3. The \( M \) and \( M' \) are both deterministic, and is undefined elsewhere.

As \( M \) and \( M' \) are observable, \( P_1(M, M') \) is also observable (when \( M \) and \( M' \) are both deterministic, \( P_1(M, M') \) is also deterministic [8]). On the other hand, \( P_1(M, M') \) is not completely specified even though \( M \) and \( M' \) are completely specified. More importantly, checking \( M' \leq_{\Sigma\Gamma} M \) corresponds to establishing if the Fail state of \( P_1(M, M') \) is reachable.

Lemma 1. The Fail state of \( P_1(M, M') \) is not reachable if and only if \( M' \leq_{\Sigma\Gamma} M \).

Proof: From Definition 4, it follows that, for every \( s \in \Sigma^* \) and \( g \in \Gamma^* \), \( H_g((q_0, q_0', 0), s) = \text{Fail} \) if and only if \( s = s_1\sigma \) with \( s_1 \in \Sigma[l - 1] \) and \( \sigma \in \Sigma \) and \( g = g_1\gamma \) with \( g_1 \in \Gamma'[l - 1] \) and \( \gamma \in \Gamma \) such that \( g_1 \in h_2(q_0, s_1) \cap h_2'(q_0', s_1) \) and \( g_1\gamma \in h_2'(q_0', s_1\sigma) \setminus h_2(q_0, s_1\sigma) \).

6 State counting for bounded sequences

State counting can now be used to prove that, whenever the Fail state is reachable, it will be reached by some sequence in the test suite. As in the unbounded case, it will be shown that the test suite contains all “minimal” input sequences that could reach \( \text{Fail} \). Among the shortest sequences, the minimal sequences are those for which also the “distance” (defined in what follows) to the set \( S \) is the shortest. The basic idea is similar to that used in bounded sequence testing from deterministic FSM specifications [8]; however, when considering non-deterministic FSMs, we have to take into account that non-equivalent states may not necessarily be \( r \)-distinguishable (see Lemma 3).

Given \( x \in \Sigma^* \) and \( A \subseteq \Sigma^* \), the length of the shortest sequences \( s \) for which there exists a sequence \( s \in A \) such that \( st = x \) is denoted by \( d(x, A) \), i.e., \( d(x, A) = \min \{|t| \mid t \in A, \exists s \in A : st = x \} \). Since \( s \in A \), the set \( \{ t \in A^* \mid \exists s \in A : st = x \} \) is not empty, so \( d(x, A) \) is well defined.

Lemma 2. Let \( p, q \in Q, p', q' \in Q', U \subseteq \Sigma^* \) and \( k > 0 \). If \( p' \leq_{U \cup \Sigma[k]} p, q' \leq_{U \cup \Sigma[k]} q \) and \( U \) \( r(k) \)-distinguishes \( p \) and \( q \) then \( U \) \( r(k) \)-distinguishes \( p' \) and \( q' \).

Proof: Follows by induction on \( k \).

Lemma 3. Let \( s \in S \) and \( t \in Tr(q_0) \) such that \( |st| \leq l \) and \( s \) is the longest prefix of \( st \) that is in \( S \). If \( M' \leq_{(S \cup \{s\})_{\text{pref}(t) \cap \Sigma[l]}} M \) then there exist \( y_1 \in \{ s \}$preff(t)$ \setminus \{ s \}, y_2 \in S \cup \text{pref}(y_1) \setminus \{ y_1 \} \) and \( w_1, w_2 \in \Gamma^* \) such that the following two conditions hold:

- \( |y_2| < |y_1| \) or \( |y_2| \leq |y_1| \) and \( d(y_2, S) < d(y_1, S) \),
- \( H_{w_1}((q_0, q_0', 0), y_1) = (q_1, q', |y_1|) \) and \( H_{w_2}((q_0, q_0', 0), y_2) = (q_2, q', |y_2|) \) for some states \( q_1, q_2 \in Q \) and \( q' \in Q' \) such that \( L_M(q_1) \cap L_M'(q') \cap (\Sigma \times \Gamma)[l - |y_1|] = L_M(q_2) \cap L_M'(q') \cap (\Sigma \times \Gamma)[l - |y_1|] \).
Proof: Let $i, 1 \leq i \leq j$. Suppose $s_1$ and $s_2$ are two distinct elements of $S$ such that $q_{s_1}, q_{s_2} \in Q^t$ and let $q'_{s_1} \in h_1(q_0, s_1)$ and $q'_{s_2} \in h_1(q_0, s_2)$. Since $q_{s_1}$ and $q_{s_2}$ are $l$-dissimilar there exists $k, 0 < k \leq l - \max\{level_M(q_{s_1}), level_M(q_{s_2})\}$, such that $q_{s_1}$ and $q_{s_2}$ are $r(k)$-distinguishable. As $W$ is a strong $l$-characterization set of $M$, $W$ $r(k)$-distinguishes $q_{s_1}$ and $q_{s_2}$. Since $M' \leq_{SW \cap \Sigma[i]} M$, $q'_{s_1} \leq_{W \cap \Sigma[i]} q_{s_1}$ and $q'_{s_2} \leq_{W \cap \Sigma[i]} q_{s_2}$. Thus, by Lemma 2, $q'_{s_1}$ and $q'_{s_2}$ are $r(k)$-distinguishable. Consequently, the sequences in $S$ will reach at least $|Q_3^l|$ distinct states of $M'$.

On the other hand, since $t \in Tr(q_t)$, there is some $g \in T^*$ and $i, 1 \leq i \leq j$, such that $(t, g)$ visits states from $Q^t$ exactly $m' - \text{card}(Q_3^l)$ + 1 times when followed from $q_s$. Since $S$ has already reached at least $|Q_3^l|$ states, there will be a state $q'$ of $M'$ that either has been visited twice by $(t, g)$ or has been reached by some sequence in $S$. Thus, there exist $y_1 \in \{s\} \cdot \text{pref}(t) \setminus \{s\}$, $y_2 \in S \cup \{s\} \cdot \text{pref}(y_1) \setminus \{y_1\}$ and $w_1, w_2 \in T^*$ such that $h_{w_1}(q_0, y_1) = q_1$, $h_{w_2}(q_0, y_2) = q_2$, $h'_{w_1}(q_0, y_1) = q'$ and $h'_{w_2}(q_0, y_2) = q'$. For some states $q_1, q_2 \in Q^t$ and $q' \in Q'$. Then $H_{w_1}((q_0, q_0, 0), y_1) = (q_1, q', \|y_1\|)$ and $H_{w_2}((q_0, q_0, 0), y_2) = (q_2, q', \|y_2\|)$.

Let $\mu = \max(\|y_1\|, \|y_2\|)$. We prove by contradiction that $q_1$ and $q_2$ are not $r(l - \mu)$-distinguishable. Assume $q_1$ and $q_2$ are $r(l - \mu)$-distinguishable, $\mu < l$. Since $W$ is a strong $l$-characterization set of $M$, $W$ $r(l - \mu)$-distinguishes $q_1$ and $q_2$. On the other hand, since $M' \leq_{(y_1, y_2) W \cap \Sigma[i]} M$, $q' \leq_{W \cap \Sigma[i]} q_1$ and $q' \leq_{W \cap \Sigma[i]} q_2$. Thus, by Lemma 2, $W$ would $r(l - \mu)$-distinguish $q'$ from itself. This is obviously a contradiction.

We now show that $\|y_2\| < \|y_1\|$ or $\|y_2\| \leq \|y_1\|$ and $d(y_2, S) < d(y_1, S)$. If $y_2 \in \text{pref}(y_1) \setminus \{y_1\}$ then $\|y_2\| < \|y_1\|$. Otherwise $y_2 \in S \setminus \{s\}$, so $\|y_2\| = level_M(q_2)$. Then there are two cases:

1. $q_1 = q_2$. Then $level_M(q_2) \leq \|y_1\|$ so $\|y_2\| \leq \|y_1\|$. Since $y_1 \notin S$ and $y_2 \in S$, $d(y_2, S) < d(y_1, S)$.

2. $q_1 \neq q_2$. We prove by contradiction that $\|y_2\| < \|y_1\|$. Assume $\|y_1\| \leq \|y_2\|$. Then $level_M(q_1) \leq \|y_1\| \leq \|y_2\| = level_M(q_2)$. Hence $level_M(q_1) \leq level_M(q_2) = \|y_2\|$. As $q_1, q_2 \in Q'$, $q_1$ and $q_2$ are $r(l - \|y_2\|)$-distinguishable.

On the other hand, we have shown that $q_1$ and $q_2$ are not $r(l - \mu)$-distinguishable. Since $\mu = \|y_2\|$, this is a contradiction.

Thus $\|y_2\| < \|y_1\|$ or $\|y_2\| \leq \|y_1\|$ and $d(y_2, S) < d(y_1, S)$. Since $\|y_2\| \leq \|y_1\|$, $\mu = \|y_1\|$. Since $\|y_2\| < \|y_1\|$,

Finally, we prove by contradiction that $L_M(q_1) \cap L_M(q') \cap (\Sigma \times \Gamma)[l - \|y_1\|] = L_M(q_2) \cap L_M(q') \cap (\Sigma \times \Gamma)[l - \|y_1\|]$. Assume otherwise and let $(s_0, g_0) \in L_M(q') \cap (\Sigma \times \Gamma)[l - \|y_1\|] \cap \{(L_M(q_2) \setminus L_M(q_1) \setminus L_M(q_2))$. Since $W$ is a strong $l$-characterization set of $M$ and $q_1$ and $q_2$ are not $r(l - \|y_1\|)$-distinguishable, $s_0 \in W$. As $M' \leq_{(y_1, y_2) W \cap \Sigma[i]} M$ and $\|y_2s_0\| \leq \|y_1s_0\| \leq l$, it follows that $M' \leq_{(y_1, y_2) W \cap \Sigma[i]} M$. Thus, since $(s_0, g_0) \in L_M(q_1)$, $(s_0, g_0) \in L_M(q_2)$ and $(s_0, g_0) \in L_M(q_2)$. This provides a contradiction, as required.

**Lemma 4.** Let $(q_1, q', j_1), (q_2, q', j_2) \in Q \times Q' \times \{0, \ldots, l\}, 0 \leq j_2 \leq j_1 \leq l - 1$, and $(x, w) \in (\Sigma \times \Gamma)[l - j_2]$. Suppose $F_M(q_1) \cap F_M(q') \cap (\Sigma \times \Gamma)[l - j_1] = F_M(q_2) \cap F_M(q') \cap (\Sigma \times \Gamma)[l - j_1]$. If $H_w((q_1, q', j_1), x) = \text{Fail}$ then $H_w((q_2, q', j_2), x) = \text{Fail}$. 


Proof: If $H_w((q_1, q', j_1), x) = \text{Fail}$ then $x = s\sigma$ with $s \in \Sigma |l - j_1 - 1|$, $\sigma \in \Sigma$ and $w = g\gamma$ with $g \in \Gamma |l - j_1 - 1|$. Since $L_M(q_1) \cap L_{M'}(q') \cap (\Sigma \times \Gamma)[|l - j_1|] = L_M(q_2) \cap L_{M'}(q') \cap (\Sigma \times \Gamma)[|l - j_1|]$, $g \in h_2(q_1, s) \cap h_2'(q', s)$ and $g\gamma \in h_2'(q', \sigma\sigma) \cap h_2(q_2, \sigma\sigma)$. Since $L_M(q_1) \cap L_{M'}(q') \cap (\Sigma \times \Gamma)[|l - j_1|] = L_M(q_2) \cap L_{M'}(q') \cap (\Sigma \times \Gamma)[|l - j_1|]$, $g \in h_2(q_1, s) \cap h_2'(q', s)$ and $g\gamma \in h_2'(q', \sigma\sigma) \cap h_2(q_2, \sigma\sigma)$. As $j_2 \leq j_1$, it follows that $H_w((q_2, q', j_2), x) = \text{Fail}$.

Lemma 5. If $M' \preceq Z M$ then the Fail state of $P(M, M')$ is not reachable.

Proof: We provide a proof by contradiction. Assume Fail is reachable and let $X$ be the set of all sequences of minimum length that reach Fail. Let $\mu = \min\{d(x, S) \mid x \in X\}$ and $X_\mu = \{x \in X \mid d(x, S) = \mu\}$.

We prove by contradiction that $X_\mu \cap (\bigcup_{s \in S}\{s\}_{\text{pref}}(\text{Tr}(q_s))) = \emptyset$. Assume $X_\mu \cap (\bigcup_{s \in S}\{s\}_{\text{pref}}(\text{Tr}(q_s))) = \emptyset$ and let $x \in X_\mu$. Then $x \not\in \bigcup_{s \in S}\{s\}_{\text{pref}}(\text{Tr}(q_s))$. Since $x \not\in \bigcup_{s \in S}\{s\}_{\text{pref}}(\text{Tr}(q_s))$ and $x \not\in \bigcup_{s \in S}\{s\}_{\text{pref}}(\text{Tr}(q_s))$.

End of Proof.

Theorem 1. $M' \preceq \Sigma|l| M$ if and only if $M' \preceq Z M$.

Proof: “⇒”: Obvious, since $Z \subseteq \Sigma|l|$. “⇐”: Follows from Lemmas 5 and 1.

7 Conclusions

This paper extends the state counting based method of deriving tests from a non-deterministic FSM to the case of bounded sequences. The method for bounded sequences has practical value, as many applications of finite state machines actually use only input sequences of limited length. In such applications, the test
suite produced may contain only a small fraction of all sequences of length less
than or equal to the upper bound. The test suite for $M_n$ in our example (Fig. 2
(a)), $m' = n + 2$ and $l = n + 1$ will contain only $(n^2 + 9n + 6)/2$ sequences out
of a total of $2^{n+2} - 2$ sequences.

Improvements in the size of the test suite may be obtained by using only
subsets of $W$ to identify the states reached by the sequences in $Tr(q_s)$, in a
This will be the subject of a future paper. Possible future work also involves the
generalization of these bounded sequence testing methods to classes of extended
finite state machines, such as stream X-machines [6].
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