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Abstract: The Job-Shop Scheduling Problem is simplified from the shop production
though it is NP-hard, and the actual Scheduling is more complicated than it.
The complex flexible manufacturing cell dynamic scheduling (FMCDS) which
takes much disturb into account is researched in. The machine may suddenly
turn into malfunction during production, and the jobs may go into or be
canceled from scheduling for some reason. Each kind of part can be
disintegrated into a lot of batch which includes some parts, and batch
operation can choice one from some machines. Furthermore, several objects
are optimized, which include time, cost and machine use rate. The FMCDS
model is set up, and a dynamic evaluation based immune algorithm and
rolling-disturb hybrid rescheduling policy are initially brought forward to
solve FMCDS. The proposed algorithm, policy and method are applied to
Xi’an Aviation Manufacture Corporation, and can fulfill its FMCDS.
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1. INTRODUCTION

Most of the scheduling methods idealize the actual shop condition to
reduce the calculation difficulty. However, flexible manufacturing cell
dynamic scheduling (FMCDS) is closer to the production practice, thus the
research for it is of more theory significance and engineering value, but
FMCDS has many characteristics, such as complex modeling, complicated
calculation, multi-constraint, multi-objective and dynamic disturb, and
belongs to the combinatorial optimization category, and is proved to be the
typical NP-hard problem™?. In the paper, the immunity idea is imported into
FMCDS, and a novel immune algorithm is put forward to solve the FMCDS.
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2. THE MODEL OF FMCDS

In the flexible manufacturing cell, all operations may be completed on
several choice machines, and the processing tasks can randomly be added or
canceled at any moment during the processing, and the machines may
encounter the unexpected breakdown. FMCDS can be described as follows:

The flexible manufacturing cell has H machines, M, M,, -, My,
and may process N types of work pieces, L1, L, ***, Ly, and these types
have N,i, N,2, *** N,y batches respectively which are respectively made
up of J;» Jps -+, Jy constraint operations with the technologic constraint.
Supposing that the batch number and the batch size of N type of work pieces
are (L, Pi) 5 5 (L,n» P,n) respectively, where, L;; is the j-th batch
of i-th work piece and P;; is the batch size of L.

The objective functions include time, cost and machine utilization ratio,
etc, and they may be embodied with two sub-objective functions as follows:

( Minimize the penalty due to the earliness/tardiness
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Supposing that w; and w, are the weight coefficients, then the chief
objective function is defined as follows

F =min(w,F, +w,F,) 3)
The constraint conditions:

@ resource constraint: The next batch operation may start on the same
machine until current batch operation has finished
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@ technical constraint: The next batch operation of same batch may
start until current batch operation has finished
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1 x-th operation of j-th batch of i-th type of work piece is allocated on »-th machine
ik ={0 otherwise ©)
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0, ; x —k-th batch operation of j-th batch of i-th type of work piece

Ty, ;0 the start time of o,

S

T;; ;x —the completion time of o, ,
T, , ,—the processing time of o, , ,
H the total number of the machines

N, —the type number of the work pieces
N,,
J,

I

the batch number of i-th work piece

the operation number of every batch of i-th work piece

a;

the penalty coefficient due to tardiness of j-th batch of i-th type
of work piece
b, ,—the penalty coefficient due to earliness of j-th batch of i-th type

of work piece
¢,,—the importance coefficient of m-th machine

3. IMMUNE ALGORITHM

Immune algorithm is a new intelligent algorithm enlightened by the
biologic immunity system®™ *.. In order to avoid the algorithm plunging the
local optimization, the concept of the temporary solution set is imported into
the algorithm to accelerate the algorithm to evolve rapidly for the
preponderant direction. The mechanism of the vaccine extraction and
inoculation is adopted to lead the algorithm search. The flow of the
algorithm is show in Fig.1. The detailed steps are as follow:
step 1 Antigen identification and antibody coding

Every type of work piece is divided into several batches and every
operation of every batch may choose one from several machines, therefore
new code method showed in Fig.2 is developed.

Step 2 Create solution colony

N,, excellent antibodies are picked up from the memory to form the new
generation antibody colony along with the created antibodies.
Step 3 Antibody evaluation
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The antibody concentration is adopted to restrain the antibodies which
are of large scale but aren’t the optimal solution, and the information entropy
is regarded as the index to measure the antibody affinity, and the expectant
reproduction ratio is applied as the standard of evaluating the antibody.

Supposing that there are N antibodies and every antibody has M genes,

and every gene may choose one from S symbols, k,k,, -,k . The

B

information entropy of NV antibodies is defined as follows

H(N):AL—Z H/(N) ©)

Where, H'_(N)zi_plj log p,» H,(N) is information entropy of i-th gene of
=1
N antibodies, and p, is the probability by which i-th genes of N antibodies
are the symbol k.

The antibody affinity: indicating the comparability between two
antibodies. The antibody affinity between v-th antibody and w-th antibody is

defined as follows
1

Y STYHQ) (10)
Where, H(2) is information entropy of v-th antibody and w-th antibody.

Similarly, the affinity between antigen and antibody is defined as follows
1

a,= (11)
(1+d,)
Where, d, is the difference degree between the antigen and the antibody.
The antibody concentration C, of v-th antibody is defined as follows

1 N
C, —ﬁZb (12)

Where, b= 1 aa,<a,<pa, aand f are the adjustment coefficients.
" 10  otherwise

Finally the expectant reproduction ratio e, is defined as follows
. :avg(l—hu,w) (13)
N
Where, ;, _ {av,w a-a,<a,<f-a,
" |0 otherwise
Step 4 Vaccine extraction

Dp; is the probability by which i-th genes are the symbol k in the colony.

RS DY (14)
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Where, 5 = 1 g =k, , (@) is the symbol of i-th genes in the
710 otherwise
colony, and N is the antibody quantity of the colony.
Let the symbol kj in the allele, whose probability is bigger than the set

valve value and is the biggest, as the vaccine segment of the allele, and the
vaccine extracted finally is B= (b, , by, -, b, ) , where,

b = ky max(p,) 2T, ,and T, is the valve value.
710 otherwise
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Figure 1. Algorithm flow Figure 3. Vaccine inoculation.

Step 5 Eliminate the worst solution and transfer the best solution
Solution colony is ranked according to e, , then the antibody with least
e, will be eliminated, and at the same time the antibody with biggest e, will
be transferred to the temporary solution set as the temporary optimal solution.
Step 6 Judge whether the temporary solution set has been full
If the temporary solution set has been full, then continue to carry out
next step, else its size doesn’t reach N, , therefore go to step 3, and
reevaluate the rest solution colony.
Step 7 Empty solution colony and transfer temporary solution set to colony
Abandon the rest solution colony, and transfer temporary solution set to
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solution colony. At the same time, NV, excellent antibodies are picked from
the temporary solution set to be saved in the memory. Finally, the temporary
solution set is eliminated.
Step 8 Judge whether the termination condition is satisfied

If satisfied, then terminate, else continue.
Step 9 Crossover operation and mutation operation

The crossover operation doesn’t change the machine allocation of the
batch operation, but only change the order of the batch operation. The
mutation operation is used to change the machine allocation.
Step 10 Vaccine inoculation

The vaccine inoculation operation is shown in Fig.3.

4. FLEXIBLE DYNAMIC SCHEDULING STRATEGY

In the flexible dynamic scheduling, the processing tasks are likely to be
inserted or canceled in the midway, and the machine breakdown is likely to
appear unexpectedly, so it’s necessary to import the flexible dynamic

scheduling strategy ©°\.

4.1 Rolling window technology

The rolling window technology is put forward according to the rolling
optimization principle of the forecast control. It isn’t the optimization
through whole course and isn’t optimization only once, but the rolling
optimization in the finite period of time. At every sampling time, the
optimization performance indexes only involve the finite time from the
beginning to the future. When next sampling time appears, the optimization
time processes forward accordingly, and this performs repeatedly.

4.2 Scheduling task pool

The scheduling task pool is divided into three consecutive sub-pools. The
pending scheduling task pool keeps the work pieces which have been
planned but not been scheduled. The window task pool keeps the work
pieces which need to be been scheduled and optimized. The completion task
pool keeps the work pieces which are completed. The flow course of the
work pieces in scheduling pool is shown as Fig.4.

Mocstethevorkpioee  Chooseaceondigto - Schedulingis
sccording o production plan | hopending | thelaxiydegree | thewindow | performed , b completion
ischeduling sk pool Lo kot o lmskpel

Figure 4. Flow course of the work pieces in scheduling pool.
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4.3 Rolling-disturbance hybrid rescheduling

Because the flexible and dynamic characteristic of the system, rolling-
disturbance hybrid rescheduling strategy is put forward. If the disturbance
doesn’t appear in the scheduling system, then the rescheduling will be rolled
periodically. However, if disturbance appears unexpectedly, the rescheduling
must be carried out immediately to respond to the events.

S. THE SCHEDULING INSTANCE

In the manufacturing cell of Xi’an Aviation Engine Manufacturing
Corporation, there are 15 machines and 10 types of work pieces, and every
type of work piece includes several batches. Machines, work pieces and
batches are numbered as table 1. The technical information is as table 2.

The scheduling of 20 work piece batches is carried out by the immune
algorithm put forward, and the optimized scheduling solution is gained, and
the evolution curve of the algorithm is shown in Fig.5. It’s revealed from the
evolution curve that the constringency ability of the algorithm for the
scheduling problem is strong and the evolution efficiency is high. The Gantt
chart of the first optimized scheduling solution is shown in Fig.6.

The disturbances will appear unexpectedly during the production. Work
piece 1 is canceled at time 16, a new batch of work piece type 10 is added at
time 18, and the breakdown appears on machine 13 at time 20. Consequently
rescheduling is carried out, and the Gantt chart of the whole dynamic
scheduling is shown in Fig.7.

Table 1. Work piece number in the manufacturing cell

Work piece type Batch quantity Work piece number

1

1 2 9
3

2 2 4
5

6

3 4 7
8

9

4 3 10
11

5 1 12
6 1 13
14

15

7 3 16
8 17
18

9 2 19

10 1 20
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Table 2. Technical information in the manufacturing cell

Work piece type  Batch quantity Due date  Operation number  Choice machine  Processing time
1 1,2,11,12 3

3,4,5

6,8,9, 10

7,13, 4

11,12

15

11,12, 13, 14

1,2,11,12

8,9,10

11, 12

7,13, 14

3,4,5

7,11,12

5
, 10

»

o Lol

X~

—

oo

»

13,14, 15
7,10
8,9,10

6

11, 12,15
3,4, 5
10

2
11,12, 13, 14
1

11,12

15

13, 14
3,4,5
3,4,5

2

11,12
13, 14

2

11,12

15

3,4,5
8,9,10
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Figure 5. The evolution curve of the algorithm.
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-
Figure 6. The scheduling Gantt chart. Figure 7. The rescheduling Gantt chart.

6. CONCLUSION

The complex dynamic scheduling of the flexible manufacturing cell is
researched, which considers various disturbance factors. The operation has
flexible technical routes, and multi-objective optimization is considered. The
model of FMCDS is set up, and a new immune algorithm is put forward for
FMCDS. The concepts of the rolling window technology and the scheduling
mask pool are introduced and the rolling-disturbance hybrid rescheduling
strategy is developed. The practice application of FMCDS in Xi’an Aviation
Engine Manufacturing Corporation indicates that the algorithm, the strategy
and the model can satisfy the requirement of FMCDS.
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