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Abstract: Game Theory studies strategic situations where agents select different actions to maximize their returns. Game Theory has recently drawn attention from computer scientists because of its use in artificial intelligence and cybernetics. This paper presents a framework of integrating Data Mining with Game Theory. Due to the reason of huge amount of data, it is hard for Game Theory alone to perform the modeling analysis. Data mining assists Game Theory to deal with the large amount of data and finds hidden rules to improve game analysis.
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1. INTRODUCTION

Classical Game Theory (GT) was pioneered by von Neumann, who formalized the concepts Game Theory (Neumann and Morgenstern, 1947). It was further improved by Nash, Selten, etc (Rasmussen, 1994), So far Artificial Intelligent (AI) have been incorporated in combinatorial Game Theory (Berlekamp, Conway and Guy, 2001), but it was mostly focus on computer game and board games. Combinatorial Game Theory tries to analyze the outcomes of "perfect-information" games such as poker game and chess.

In this paper, a new approach that integrates Data Mining (DM) with Game Theory attempts to discover and extract new knowledge from the
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recorded data and information. These data are normally stored in databases, and can be all sorts of nature such as name and ages of the agent or payoff of return. The learned knowledge is represented in forms of rules, such as classification rules, prediction rules, association rules or clusters of rules. These results can be often used in a support for decision making for operational improvement.

In section 2 we briefly introduce the general framework combining Data Mining with Game Theory. Section 3 describes in detail how the combination could be accomplished and what has been previously done in the different area of Data Mining. The conclusion is drawn in section 4.

2. DATA MINING AND GAME THEORY

Data Mining is a combination of analysis, search, and modeling technologies. Data Mining is often defined as the process of extracting valid, previous unknown, comprehensible information from large data bases in order to improve and optimize business decision (Fayyad, et al, 1996). Data mining techniques involves different disciplines, such as databases, enterprise information systems, statistics, Machine Learning (ML), and Artificial Intelligence (AI).

Data Mining identifies new phenomena and uncovering patterns (J. Han and M. Kamber 2000), which are useful in enhancing our understanding of target systems represented by the datasets. In this paper, the functions of Data Mining are categorized as classification, clustering and association rules.

![Figure 1. The process of integration of Data Mining with Game Theory.](image)

Fig. 1 illustrates the knowledge discovery process of the integration of Data Mining with Game Theory. The process consists of 4 activities: (1). data selection based on Game Theory, (2). data pre-processing, (3). data mining and 4. Strategy selection. Knowledge discovery process can be
iterative and each of these activities may be revisited multiple times in order to improve the knowledge discovery process. A good understanding of the whole process is important for any successful application. No matter how powerful the DM algorithm is, the resulting model will not be valid if the data based on GT are not selected and pre-processed correctly.

Game Theory (Rasmussen, 1994) is concerned with the formal analysis of situations called “games” where agents can choose different strategies that determine their actions under particular conditions. Conditions and outcomes unfold through the interactions of the agents’ strategies.

There are many rules and patterns extracted by Data Mining which mirror the interaction of conflict between the agents, such as strategy of struggle in an environment of limited resource. Modelling these problems using the concepts of Game Theory improves the understanding of these rules. Classical Game Theory can offer strong mathematical proof techniques to the problem-solving approaches with high computational complexity. Adopting such strong proof techniques from Game Theory will lead to further advances in Data Mining.

In Game Theory due to the uncertainty with the opponent’s action, to be on the safe side, thus leads to in a strategy selection matrix of a prisoner’s dilemma, an agent will choose to confess. (Rasmussen, 1994) If both agents are rational, the solution to the Prisoner’s Dilemma is that both should confess. In real life strategy selection is based on a agent’s knowledge of the opponent. If there is perfect knowledge, then the agent has control of the Game. (Pham, Wang, and Dimov, 2004) This knowledge is gathered from past records by applying Data Mining methods.

For an agent following steps can be followed:

1. Observation. Data is observed and gathered. Only the relevant data will be taken into account.
2. Analysis. The relevant data is put into the Data Mining algorithm to get interesting rules, which is used for the game play.
3. Strategy selection. The rules provide a better understanding of the game environment, and the agent could make a better selection of the strategies available.
4. Testing. When the selected strategies are put into the real world, it will cause expected and unexpected feedback.
5. Return to step 1 and update the observation and continue the next steps.
3. MINING DESCRIPTION

3.1 Classification

Classification is the process of sub-dividing a dataset with regard to a number of specific outcomes. For example, we might want to classify our agents into ‘winner’ or ‘loser’ categories with regard to their payoff. The category or ‘class’ into which each agent is placed is the ‘outcome’ of classification process. A classification model is said to be ‘trained’ on historical data, for which the outcome is known for each record. It is then applied to a new, unclassified dataset in order to predict the outcome for each record.

Major researches done here is based on game mining, (Tveit and Tveit, 2002) Data Mining applied multi-agent games networking (Smed, et al., 2001) and game usage (Srivastava, et al., 2000). The main motivation for performing classification in computer games is to improve the game, so that the agents become more satisfied and stay longer, and to increase the revenue of the game service again. Game mining is defined as three main types: (1). game content mining; (2). game structure mining; and (3). game usage mining. It was inspired by well-known types of web mining, which are corresponding to: (1). web content mining; (2). web structure mining; and (3). web usage mining. (Cooley, et al. 1997).

The game mining approach (Tveit and Tveit, 2002) has been extended further here to find a relationship between different factors, such as previous selected strategy or the nature of agents. The nature includes age, income, etc. Thus datasets are divided into classes. It is important to find the proper training and target classes because real world classification problems usually involve many different types of classes.

3.2 Clustering

Clustering is usually achieved using statistical methods, e.g. a k-means algorithm. Each record is compared with a set of existing clusters. A record is assigned to the cluster it is nearest to, and this in turn changes the value that defines that cluster. Cluster analysis is the process of identifying the relationships on the basis of their targets similarity and dissimilarity. Unlike classification, clustering does not need pre-defined target variables.

Clusters are focused around a “centre” or “centres” which is initially defined and some measure must be used to estimates the similarity and their dissimilarity. The similarity and dissimilarity can be measured as the distance from each other and from the cluster centres.
Huck, et al., (2000) mentioned that three clusters were identified with two equilibrium locations and one focal point. The observations are related to best-response in game dynamics, and to the fact that the agents rely on best-responses in particular when they are close to the equilibrium configuration.

Pavan and Pelillo (2003) used clustering for evolutionary game dynamics. The new framework for pair wise hierarchical clustering centred on the notion of a dominant set, a newly introduced graph-theoretic concept that has proven to be relevant in partitioned clustering and image segmentation problems. The approach is general and can be applied to solve a variety of problems in computer vision and pattern recognition. Its potential for the problem of image database organization has been demonstrated.

3.3 Association

Association Mining identifies links between attributes in a dataset. The task of association rule mining is to find certain association relationships among a set of items in a database.

A new way of extracting causal rules and making optimal selections has been proposed (Pham, et al. 2005). The method hinges on regarding a manufacturing strategy selection problem as a “Game” involving several agents. From a certain time point in the present to a certain time point in the future, any actions of any agents in the “Game” at any moment may influence on the actions of others. Each agent has a pattern of strategy selection, which is observable by other agents, and to which other agents have a counter pattern. A change in strategy pattern by an agent might cause other agents to change their selection pattern.

4. CONCLUSION

Game Theory studies strategic situations where agents select different actions to maximize their returns. Data Mining is the process of extracting valid, previous unknown, comprehensible knowledge from large data bases
in order to improve and optimize business decision. In this paper, we have established a framework to integrate Data Mining with Game Theory in order to benefit from the two techniques. Some of the researches in this area are reviewed. We also classified Data Mining into three sub categories and showed how these two subjects can be successfully integrated together in detail.
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