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Abstract—The software-defined network (SDN) advocates a centralized network control, where a controller manages a network from a global view of the network. Large SDN networks may consist of multiple controllers or controller domains that distribute the network management between them, where each controller has a logically centralized but physically distributed vision of the network. In this context, a key challenge faced by providers is to define a scalable control network that exploits the benefits of SDN when used in conjunction with efficient management strategies. Most of the control layer models proposed are not concerned with controller scalability, because they assume that commercial controllers are scalable in terms of capacity (quantity of flows processed per second). However, it has been demonstrated that overloads and long propagation delays among controllers and controllers-switches can lead to a long response time of the controllers, affecting their ability to respond to network events in a very short time and reducing the reliability of communication.

In this work, we define the principles for designing a scalable control layer for SDN, and show the desired control layer characteristics that optimize the management of the network. We address these principles from the perspective of the controller placement problem. For this purpose we improve and evaluate our previous approach, the algorithm called k-Critical. K-Critical discovers the minimum number of controllers and their location to create a robust control topology that deals robustly with failures and balances the load among the selected controllers. The results demonstrate the effectiveness of our solution by comparing it with other controller placement solutions.

Index Terms—Software-defined network, controller scalability, control layer, controller placement problem.

I. INTRODUCTION

NETWORK architectures such as Software-Defined Networking (SDN) in which the control plane is decoupled from the data plane have been growing in popularity. Basically, the rationale behind this is to provide a more structured software environment for developing network-wide abstractions while simplifying the data plane. SDN makes networking functions available as programmable resources, via a logically centralized controller, which manages and operates a network (switches) from a global view of the network.

In the SDN architecture, the controller has knowledge of the network topology created by the forwarding devices that it manages, and is responsible for configuring the forwarding state on those devices through the control channel. This managed state is a set of forwarding tables that provide a mapping between packet header fields and actions to execute on matching packets. This abstraction enables the controller to easily enforce sophisticated flow-based traffic management policies in the network.

Although decoupling control functions provides network flexibility, this also brings scalability concerns [1] [2] [3]. Some concerns in SDN are related to the incremental load on controllers and the controller communication to handle the consistency of the network-state information among them. These problems are not any different from those faced in the design of traditional distributed networks. With the current trend towards implementing SDN in large-scale networks, the control layer composed of geographically separated controllers with shared computational resources must satisfy the performance of some metrics and must also be robust to failures.

As SDN is unable to directly control the whole underlying physical link resources, several aspects of the traditional network operation can affect its performance. For instance, failures in the underlying resources may lead to switches being disconnected from the control layer, and controllers located in a dense area of the network (with high connectivity) can become the bottleneck in the network operation. Thus, consideration is required of the technical and operational characteristics of the physical network to design an efficient and robust control layer.

In this work, some principles for building a scalable, robust and balanced control layer are described from the perspective of the controller placement problem. We introduce k-Critical [4], an algorithm that finds the minimum number of controllers to satisfy a target communication between controller and nodes, such as delay, latency, convergence time, etc.

In addition, we demonstrate that a good selection of controllers may not only balance the load among them, but may also reduce the data loss in the control layer. As a result, the selected controllers can efficiently distribute the management duties between them to improve scalability of
the management process, where each controller operates on its own abstract view of the network.

The remainder of the paper is organized as follows. In Section II, we introduce some approaches that have been proposed to alleviate the scalability problem in SDN. In Section III, the principles for building a scalable control layer are presented. In Section IV, some approaches for solving the controller placement problem are described. In Section V, k-Critical is explained in detail. Numerical results of the methods presented, including our proposal are shown in Section VI. Finally, conclusion and future work are presented in Section VII.

II. RELATED WORK

The controller scalability is related to its capacity to handle a determined number of flows per second and its response time to events, such as updating information on controllers, response to a request, etc. These not only depend on the capacity of the controllers for storage and processing, but also of their placement in the network. In this section, some approaches that have been proposed to alleviate the scalability problem in SDN are described.

A. Logical Mechanisms

In order to address the limitations of controller scalability and network-state consistency some strategies have been considered in the controller software. For instance, in [2] the authors propose a distributed system that runs on a control platform called Onix. This distributed platform handles the distribution and collection of information from switches and distributes controls appropriately among various controllers. In this approach, the applications are implemented by reading and writing over a data structure that stores the network state, called Network Information Base (NIB). Onix proposes three strategies that can be used to improve the controller scalability, which are partition, aggregation, and consistency and durability. Partition allows control applications to divide the workload among controller instances, keeping only a subset of the NIB in memory. Aggregation allows the exposure of one subset of elements as an instance of another Onix instance. Finally, consistency and durability are ensured by using control applications for managing the network state. In Onix, the NIBs operate asynchronously, and no ordering or latency guarantees are given.

HyperFlow [5] is a control application that works with an event propagation system. This application publishes events that change the network state, and other controllers replay the event to update the network state. In this way, the information is kept consistent among the controllers. Both the approaches of HyperFlow and DIFANE [6] introduce new functionalities in switches to suppress frequent events and to reduce the load on the controllers. Adding new primitives to switches is undesirable because it breaks the general principles of Software-Defined Networks (SDNs).

In order to limit the overload on the control layer in [7] some events are managed by local controllers that are located near the forwarding devices. For this purpose, the authors present a distributed control plane composed of two levels of hierarchy controllers. The bottom layer (local controllers) is a group of controllers with no interconnection, and no knowledge of the network-wide state, while the top layer (root controller) is a logically centralized controller that maintains the network-wide state.

These approaches consider network strategies implicit in the controller structure to improve the controller scalability. In general, these solutions consider that the control topology is defined by geographical proximity among controllers and switches.

B. System Design

The importance of controller placement is well established [1] [8] [9] [10]. In [8] the authors show the implications of changing the number of controllers for the latency between switches and controllers, and [9] develops different algorithms to make placement decisions to maximize the reliability of SDN. In [10] the authors describe the implications of the controllers view of the local network and discuss the design of a distributed control plane. In [11] it is demonstrated that the switch-over time depends on the latencies between networking devices and the controllers. In [12] the authors demonstrate that long propagation delays among controllers limit the network convergence time, and affect the controller ability to respond to network events in a minimal time.

In general, most of these approaches ignore i) the control layer topology, ii) how many controllers are required to satisfy network requirements and iii) the management distribution among controllers.

III. PRINCIPLES FOR DESIGNING THE CONTROL LAYER

The control layer in SDNs may take any topology, including that of a star, where a single controller manages the network; a hierarchical architecture where controllers are connected creating a mesh network; or even a ring composed of a set of controllers that are managed using a distributed hash table. Each one of these control layer topologies has implicit limitations. However, regardless of the topology, there are some general aspects, such as the distance both among controller-switches and among controllers, as well as the workload on each controller, that affect the ability of the controllers to respond to network events [9].

A. Control layer

Here we consider the control layer as a virtual overlay network that is constructed on top of the underlying physical network, where every node forwards queries to the controller through its control path. In this context, we address a
In this context, a good controller placement is essential in order to i) distribute the load among controllers to avoid the controller becoming congested and ii) minimize the communication time between controller and switches. By restricting the communication time among the switches and the controller defined as $D_{req}$, the response time may be reduced and load distribution among controllers may be balanced.

C. Connectivity among controllers

Large SDN networks operate on a global network view that is logically centralized. However, control layer state and logic must be physically distributed in order to achieve responsiveness, reliability and scalability goals [13]. The process of configuring changes over each controller imposes overload and instability on the network.

In [13], the authors describe the impact of the physical distribution of the control plane for the performance and coordination of a control application logic. Regardless of the strategies used to manage the network state consistency, the connectivity among controllers determines the maximum time required to update information among them. It is called the window of inconsistency in [12]. This is a factor of delay bounded by the farthest controllers in the network and the load on controllers.

In this context, we consider that the communication delay time between the controllers $i$ and $j$ defined as $D_{ij}$ must be a required constraint, $D_{cont}$. Consequently, the farthest controllers in the network $i$ and $j$ satisfy the condition $D_{ij} \leq D_{cont}$.

IV. CONTROLLER PLACEMENT

In this section we briefly introduce two algorithms used in clustering, k-Center and k-Median, which were adapted in [4] to find the number of controllers required to satisfy a delay time, $D_{req}$. In these algorithms, it is considered that any node in the network can be replaced by a controller. Hence, the objective is to find the best controller placement.

Consider that the physical network is modeled by a graph denoted by the tuple $G = (V, E, C)$, where $V = \{1, \ldots, N\}$ is the set of vertices, $E$ is the set of edges, and $C = \{C_1, \ldots, C_k\}$ defines the set of controllers, where $C \subseteq V$. All solutions presented below require information about distances between the $N$ network nodes, $d(i,j)$, in order to compute the shortest paths (SP) between them.

A. k-Median problem

This solution finds the controller placement $C_k$ from the set of all possible controllers $C$ that minimize the average propagation latencies between nodes and controllers, $d(v, C_k)$, using the Eq. (1).

$$L_{avg} = \frac{1}{N} \sum_{v \in V} d(v, C_k)$$ (1)
B. k-Center problem

This approach finds the controllers so as to minimize the maximum distance of the nodes $v$ to their closest controller $C_k$, defined by (Eq. (2)).

$$L_{k-center} = \max_{v \in V} \min_{C_k \in C} d(v, C_k) \quad (2)$$

At the beginning, this solution selects randomly a node $k$ in the network, creating a cluster with all nodes for which $d(k, v) \leq d_{req}$. If there exists a node $n$ in the cluster that minimizes the delay to the nodes, it is selected as a controller and the cluster is updated. Otherwise, the node $k$ is selected as a controller. After that, the algorithm finds the furthest node on average to the cluster, repeating the process until all nodes are included in a cluster.

V. K-Critical

In this section, the algorithm to solve the controller placement problem, k-Critical, is described in detail. This algorithm: i) minimizes the number of controllers required to cover a whole network and, ii) selects the controllers that allow homogeneous and robust management trees to be built. Here, we consider that a tree topology is robust if the loss of management data due to node or link failures is minimized. Moreover, it is homogeneous if the number of nodes along the different branches is balanced. The resulting control layer is a set of trees that satisfy the network requirements, in which the root nodes are the controllers. Before describing our algorithm, the idea behind tree robustness is explained.

A. Robust Tree

Network robustness is a property that will come from paths, which ensure that communication remains in spite of network failures, thus minimizing any data loss. Our objective is to focus on selecting the controllers that allow a robust control layer to be built.

Fig. 2 shows the resulting management trees obtained from the NSFNet topology. These trees are built from controllers found by k-Center, k-Critical and k-Median respectively. If we consider the worst case when a failure occurs in the network, which is when the adjacent link to the controller with highest number of nodes in the branch fails, we found that tree (a) loses information from 6 nodes, tree (b) from 4 nodes, and tree (c) from 7 nodes. So, as we can see in Fig. 2, the shortest and load balanced paths reduce the loss probability and bottlenecks in the tree.

B. K-Critical algorithm

In Algorithm 1, k-Critical is defined. The selection of the controller placement depends on the network requirements and the physical network characteristics. In order to select the best controller placement, the nodes characteristics are evaluated with respect to the network topology through function $\theta$. This function evaluates the potential controller placement, which are called candidate nodes. The nodes that are candidates to become a controller are the nodes that, due to their location, satisfy the delay $d_{req}$ to nodes that are not already managed by a controller. In this way, we guarantee that the branches of the resulting trees will have a maximum delay between nodes and the controller, limited by $d_{req}$.

In the function $\theta$, Eq. (3), the coefficient $\gamma$ weighs the node connectivity and the weight path for each candidate node, defined as $\gamma = \frac{C_h}{L_{max}}$, where $0 \leq \gamma \leq 1$. It involves $L_h$, defined as the maximum path length measured in number of hops for the candidate node, and $L_{max}$, defined as the maximum path length found among the candidate nodes. Note that $\gamma$ takes the lowest value for the candidate node with smallest diameter, and 1 for the candidates nodes with the largest diameter.

$$\theta = \gamma \times \text{(node connectivity)} + (1 - \gamma) \times \text{(path weight)} \quad (3)$$

In Eq. 3 node connectivity relates the degree of the candidate node to the node distribution in its branches in $i$ hops. The path weight relates the maximum delay value
that the candidate node reaches when it is the root, with respect to the $D_{req}$.

Considering the physical network diameter allows the selection of the candidate nodes with the best relation between the delay and the node distribution in its branches. The diameter of the control layer should be as small as possible given that longer paths mean longer transmission times and greater load on links. By evaluating the characteristics of traditional spanning trees (e.g., shortest path, fewest hops and minimum weight), it follows that shortest branches with optimal connectivity reduce the impact of the node failures, as shown in Fig. 2.

### C. Load Distribution among controllers

In this approach, we discover the number of controllers that are necessary, given that both applications and networks have specific requirements (e.g., latency, delay, convergence time, etc) and that satisfying these requirements depend on both the number of controllers and their location in the network. In Algorithm 1 the information about distances is used to discover if one node alone is able to manage the whole network satisfying the required delay, $D_{req}$. If this is not possible, a critical node is selected, $C_n$. The critical node is the furthest on average from the rest of the nodes in the network. In consequence, the critical node restricts the controller selection. This criterion minimizes the number of controllers, and guarantees that all nodes in the network are managed by the nearest controller. Thus, the management of the whole network is guaranteed while satisfying the required delay $D(v, C_{k}) \leq D_{req}$, where $D(v, C_{k})$ is the delay from a controller $C_{k}$, $\forall C_{k} \in C$, to a node $v$. It also limits the number of nodes to be managed for each controller.

The function $\theta$ is defined as follows:

$$\theta = \gamma \times \frac{D_g}{N - h_i} + (1 - \gamma) \times \frac{D_{max}(v, C_{k})}{D_{req}} \quad (4)$$

The first term of the $\theta$ function involves the number of nodes in the network, $N$; the number of nodes that a candidate node has covered at $i$ hops, $h_{i}$; and the node degree, $D_{g}$. The second term of this function evaluates the maximum delay found from a node to the controller with respect to $D_{req}$.

Consider the candidate nodes in Fig. 2 and assume that all these have the same diameter $L_{max}$, so that the second term of $\theta$ function is annulled. By evaluating the $\theta$ function for these nodes, where $N=14$ y $h_{i}=2$, the following values were obtained: $\theta_a = \frac{4}{0.66} = 0.66$, $\theta_b = \frac{4}{0.8} = 9$, and $\theta_c = \frac{3}{0.37} = 0.37$. Note that even though the nodes 9 and 6 have the same degree, the node distribution in the tree created at node 6 is better and the highest function value is obtained. In this way, the controller placement with the best relation between the degree and the node distribution in its branches is discovered.

**Algorithm 1** Controller selection algorithm k-Critical Node

**Require:** $(N \times N)$ SP Delay Matrix. $D_{req} \leftarrow$ Req. Delay

**C** $\leftarrow$ Set of candidate nodes that satisfy $D_{req}$

if $C \neq \emptyset$ then

for each node $n \in C$ to become a controller do

Evaluate $\theta$

end for

Select the node $n \in C$ with the highest value in $\theta$; $c = n$

end if

We seek to construct trees that are wide near the controllers and narrow further away from them, where paths have the fewest hops as possible in order to reduce the data loss when nodes or links fail. The rationale is that failures in shorter paths result in a lower data loss, and nodes with higher degree provide a better distribution of nodes on branches (see Fig. 2.b). For this purpose, the $\theta$ function in Eq. (4) weighs the tree-depth of a node in the network in terms of hop count and the delay path by means of $\gamma$. An example is shown in Fig. 3.
D. Connectivity among controllers

The set of controllers found by Algorithm 1 guarantees that every node is managed by at least one controller and that the maximum delay between them is no higher than $d_{\text{req}}$. However, the delay among each pair of controllers, $d_{\text{cont}}$, is not guaranteed. We consider that a minimum delay in the control layer must be guaranteed, that is, $d_{\text{req}} + d_{\text{cont}} \leq D_{\text{max}}$. This delay, $D_{\text{max}}$ may be defined based on the requirement of the applications or services to be provided by the network.

Algorithm (2) checks if the distance among the set of selected controllers defined as $C = \{ C_1, ..., C_k \}$ is satisfied. Otherwise, it finds the required controllers that satisfy the given constraint in the control layer.

To minimize the number of controllers to be added, the critical controller or the furthest controller on average to the set of controllers in $C$, must be identified. After that, the candidate nodes that can become controllers and that also minimize the distance to the other controllers are identified and evaluated by means of $\theta$, selecting as controller the node with the highest value. This process continues until $d_{\text{cont}}$ is satisfied for each pair of controllers.

In order to restrict the $d_{\text{cont}}$ requirement, an initial condition was defined in Algorithm (2). This condition limits the $d_{\text{cont}}$ in the control layer to $D_{\text{max}} \frac{k}{k+1}$, where $D_{\text{max}}$ is the maximum delay in the network. This condition, together with the criterion used to select the controllers, guarantees that the minimum number of controllers is added.

The idea behind this approach is to find intermediate controllers that allow network management information to be distributed to the controllers in $C$ satisfying $d_{\text{req}}$. Besides guaranteeing a $d_{\text{cont}}$ in the control layer, adding intermediate controllers also creates a hierarchical layer. These controllers are the upper controller that maintain the network state managed by the lower ones, and therefore are responsible for updating network changes in the control layer satisfying $d_{\text{cont}}$.

VI. Analysis and Results

In this section we show the implications of the controller selection in the control topology performance in terms of delay, data loss, node management distribution among controllers and average tree-depth. For this purpose, we randomly generated three network categories: sparse, medium and dense networks. These networks were generated using the software described in [14]. Then we evaluated the performance and robustness of the trees built at the controllers selected and for each one of the presented solutions for each one of the network categories. Nodes in sparse networks have between 1 and 10 neighbors; in medium networks between 20 and 30 neighbors, and in dense networks between 40 and 50 neighbors. For each category we generated 100 networks which consist of 100 nodes with the edge distance uniformly distributed between 1 and 10 km.

The controllers were found for different delay values in the range of microseconds. The results presented in this section are the average results obtained for each network category evaluated. MATLAB was used to evaluate the algorithms and their performance.

In Fig. 4, 5 and 6, the number of controllers found for each defined $d_{\text{req}}$ in each network category is shown.

In order to compare the effect that the controllers selected have over control topology, a quantitative analysis to determine the number of optimal controllers was applied. Based on the maximum delay time reached for each network category, we found that the optimal number of controllers is the one that has the best cost/benefit relation. In other words, it is the maximum number of controllers for which adding another controller results in negligible delay reduction.

For sparse networks (Fig. 4), a significant delay range –from $23\mu s$ to $60\mu s$– is covered when 5 controllers are considered. This is the same number of controllers for all methods. The benefit of using 5 controllers is a considerable delay reduction in comparison with using fewer controllers. The maximum delay ($60\mu s$) is reduced by more than a third. We consider that this is an appreciable delay reduction, given that this network category has a low connectivity. Consequently, 5 controllers are considered as optimal.

Fig. 5 shows the number of controllers found for a specific delay range in medium connectivity networks. As can be seen, the maximum delay reached ($35\mu s$) is significantly lower than for sparse networks (approximately a half). This is a logical result, because networks with high connectivity have a small diameter. For this network category we found that the delay decreases when from 1 to 3 controllers are considered. But just considering 3 controllers halved the maximum delay time ($17\mu s$) for all methods. Therefore, we consider that the optimal number of controllers to manage

**Algorithm 2 Controller selection**

**Require:** $(N \times N)$ SP Delay Matrix. $d_{\text{cont}} \leftarrow$ Delay required among controllers. $D_{\text{max}} \leftarrow$ Maximum delay in network. $C \leftarrow$ controllers previously selected $k \leftarrow$ Number of controllers in $C$.

if $d_{\text{cont}} > D_{\text{max}} \frac{k}{k+1}$ then

$d_{\text{cont}} = D_{\text{max}} \frac{k}{k+1}$

end if

while $d(C_i, C_j) \geq d_{\text{cont}}$ do

$C_0 \leftarrow$ Find the furthest node in the Controller cluster $C_k \leftarrow$ Find the candidates nodes to manage $C_0 \in C_k \notin C$ and minimize the delay to $C$ for each candidate node $n \in C_k$ do

Evaluate $\theta$

end for

Select the node $n$ with the highest value in $\theta$

$C_{\text{opt}} \leftarrow C \cup C_k$, $C_n \leftarrow \emptyset$

end while
As was to be expected, for dense networks the maximum delay in a tree is reduced (27 $\mu$s) (Fig. 6) in comparison with the maximum delay for the medium network category. Fig. 6 shows that there are two points for which the delay reduction is significant, i.e., 1 and 5 controllers. As can be seen (Fig. 6) when only one controller manages the network, trees with a $D_{req}$ between 20$\mu$s and 26$\mu$s can be built. Note that the delay reduction is negligible when 2, 3 or 4 controllers are considered compared with using just 1. A significant delay reduction is reached when 5 controllers manage the network, which reduces the maximum delay by half. In order to select the optimal number of controllers for dense networks, we have taken as a reference the delay reached for the optimal number of controllers selected for medium and sparse network categories, 17$\mu$s and 23$\mu$s, respectively. If we consider this delay interval as optimal (17$\mu$s to 23$\mu$s), we can say that just 1 controller is a good selection in terms of delay for dense networks, since trees with 20$\mu$s can be built. Nevertheless, using just 1 controller implies that it has to handle the information from all the network, which may be inefficient. We consider that this is not a problem, since some approaches may be considered for processing information efficiently (e.g., parallel processing) when just 1 controller has to manage the whole network.

The presented results indicate that using more controllers than the optimal number or using a poor controller location, reduces slightly the delay compared with the cost of adding more controllers.

A. Expected data loss

We consider that in tree topology networks the failure of a node is equivalent to the failure of the link to its parent. This is true for every node in the tree except the controllers, which we assume will not fail. This is because independently of the network topology, if the controller fails, the control over the managed nodes is lost while the control is reassigned. Note that the expected data loss $d_i$ for a node $i$ depends on the number of nodes $n_i$ that are rooted at it, and on the probability that the node $i$ fails. If we consider that every node in the tree topology $T_k$ has the same loss probability, the expected data loss $d_i$ can be calculated by Eq. (5):

$$d_i = \frac{1}{N-1} \sum_{i \in V(T_k)} n_i,$$

where $N$ is the number of nodes in the network and $V(T_k)$ are the nodes in the tree $T_k$. 

---

**Fig. 4.** Number of controllers for all possible delay ranges in generated networks with sparse connectivity.

**Fig. 5.** Number of controllers for all possible delay ranges in generated networks with medium connectivity.

**Fig. 6.** Number of controllers for all possible delay ranges in generated networks with high connectivity.
B. Analysis

In this section we compare the characteristics of the tree topologies built from controllers selected for each one of the presented methods. This analysis is done for the optimal number of controllers found for each network category. The maximum number of nodes managed by the controllers selected from each method is shown in Fig. 7. The maximum number of nodes managed by controllers are averaged over the 100 random graphs in the respective categories. Fig. 7 shows that for sparse and medium connectivity networks the controllers selected by k-Critical have better node distribution than the other solutions. The results obtained for dense networks is not shown, because just 1 controller manages the whole network for all cases.

Fig. 8 shows the average tree-depth obtained from controllers selected for each method. We observe from Fig. 7 and Fig. 8 that the node distribution among controllers affects the tree-depth. For instance, the trees created from the controllers found by k-Median have the worst node distribution, and as a consequence have the longest paths. For the dense network category, when only 1 controller is required, k-Critical has the best node distribution among branches, and consequently the resulting trees are the shortest ones.

Fig. 9 shows the expected data loss on trees built from the selected controllers. For each network category, the data loss parameter is computed using Eq. (5). From the obtained results we can see clearly the relation among node distribution, tree-depth and data loss. The shortest trees have the lowest data loss, which is the case for trees created from the controllers selected by k-Critical. On the other hand, the longest trees have the highest data loss, as shown in the case of k-Median in Fig. 9.

Fig. 10 shows the maximum delay of the trees obtained for each network category. As shown, k-Critical improves the robustness for networks with high connectivity but, as a consequence, the delay of the branch cannot be improved in comparison with other methods. However, it is \( \leq D_{req} \). Thus, k-Critical improves the tree robustness at the expense of delay.
Even though the trees created from controller placement by k-Center and k-Critical have similar characteristics in terms of tree-depth and nodes managed by controllers, the resulting trees built at controllers selected by k-Critical reduces considerably the data loss for all the network categories, as can be seen in Fig. 9. K-Center has good results on average, but not as good as k-Critical. This is because k-Center does not have any initial criteria to select the potential candidate nodes to become controller.

As shown, k-Critical makes the best controller selection in general. The good results obtained using k-Critical are due to the criterion to select the first controller. This selection depends on the worst node in the network in terms of delay, the critical node. On the other hand, k-Median does not obtain a good performance because the initial criteria to select the controller is not efficient.

The computational complexity for each one of the controller placement solutions evaluated is \( O(nk) \). In general, finding a controller requires checking the shortest distances of the \( n \) nodes in the network. Therefore, the computational complexity for finding one controller is defined by \( O(n) \). This process has to be repeated until \( k \) controllers are discovered.

VII. Conclusions

Previous work has shown the implications of the placement controller problem in some network parameters. However, these studies have not taken into consideration the load distribution among controllers, nor have they focused on the control network topology built from controllers. In this work we have compared some controller placement solutions and have evaluated the implications of controller selection in the resulting control layer. We have demonstrated that the number of controllers selected, as well as their location, determine the network performance. As can be seen from the results obtained, a poor controller selection can affect considerably the control network robustness, which affects the network operation (e.g., long recovery time after failures).

On the other hand, using more than the optimal number of controllers can be inefficient and costly, because the delay improvement is negligible. From the results obtained, we can see that the optimal number of controllers depends on the physical network characteristics and the network requirements. We have found that the criterion used to select the first controller is crucial in defining the control layer topology and therefore its performance. A good controller selection allows the network to balance load and respond to events in the shortest time possible.

We show that k-Critical selects the controllers by constructing a robust control layer in response to network disturbances. This is because the physical characteristics of the network are taken into account when selecting the controllers. This solution can also be used to find the best controller location when a network needs to be extended or the load needs to be reallocated. We consider that a scalable control layer design combined with efficient management strategies can exploit the benefits of SDN.

Turning our attention to future work, we are interested in defining how the tree topology is built from the selected controllers taking into account several network performance metrics. This is because selecting the shortest paths between controller-nodes is not the best option for improving the load and the robustness of the control layer. In addition, a mechanism for load migration among the controllers must be defined.
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