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Abstract—With the proliferation of cloud computing, virtualization has become the cornerstone of modern data centers and an effective solution to reduce operational costs, maximize utilization and improve performance and reliability. One of the powerful features provided by virtualization is Virtual Machine (VM) migration, which facilitates moving workloads within the infrastructure to reach various performance objectives. As recent virtual resource management schemes are more reliant on this feature, a large number of VM migrations may be triggered simultaneously to optimize resource allocations. In this context, a challenging problem is to find an efficient migration plan, i.e., an optimal sequence in which migrations should be triggered in order to minimize the total migration time and impact on services.

In this paper, we propose CQNCR (read as sequencer), an effective technique for determining the execution order of massive VM migrations within data centers. Specifically, given an initial and a target resource configuration, CQNCR sequences VM migrations so as to efficiently reach the final configuration with minimal time and impact on performance. Experiments show that CQNCR can significantly reduce total migration time by up to 35% and service downtime by up to 60%.

I. INTRODUCTION

With the rise of cloud computing, virtualization has become a key technology that enables IT companies to better manage their data centers and cloud environments. Recent advances in virtualization have allowed to partition a cloud data center into multiple Virtual Data Centers (VDCs) intended to host and run different applications and services in a completely isolated manner [4], [5], [10], [21]. Specifically, a VDC encompasses Virtual Machines (VMs) and virtual links with guaranteed bandwidth capacity, allowing to provide predictable computing and networking performance.

Of course, several management frameworks have been proposed to efficiently manage VDCs and achieve various objectives related to performance, cost and survivability. In this context, VM migration has been the ultimate tool to dynamically reconfigure and re-optimize the resource allocations [6], [12], [18], [21]. Depending on the targeted objective, a set of VM migrations can be triggered to reach the required resource configuration. However, these migrations may have several impacts on network and service performance:

- **Resource consumption.** The migration process consumes resources (e.g., CPU, memory) either at the source or at the destination physical machines [18], [19]. This significantly impacts the performance of other VMs sharing these machines [16]. Indeed, although theoretically VMs have dedicated and isolated resources, in practice, current hypervisors are not able to guarantee effective performance isolation [19].

- **Network congestion.** When massive migrations are triggered, VMs may be transferred using migration paths that share some links carrying business-critical application traffic. This may eventually cause network congestion, resulting in degraded performance in terms of latency and packet loss.

- **Long provisioning time.** A long duration of the migrations may prevent cloud providers from allocating new VDCs or may prolong the resource allocation process. For instance, resource allocation scheme proposed in [12], [21] requires to migrate some VMs in order to make room for any incoming VDC. In this case, it is necessary to reduce their migration time in order to allocate resources for the new VDC with the least possible delay.

- **Service disruption time.** Several techniques have been proposed in the literature to ensure a seamless and efficient live migration [6]. Nevertheless, VMs still experience non-negligible downtimes during their migrations [15], [16]. In practice, any service disruption, even for very short periods, may have serious impact on service revenues and cloud provider’s reputation. For some services, one second of downtime may result in as much as $1, 100 losses in revenue [1].

To alleviate these impacts, one possible solution is to minimize the total migration time of the VMs by finding an efficient VM migration plan i.e., an optimal sequence of migrations ensuring that (1) the amount of bandwidth used for migration is maximized, (2) the migration paths are carefully selected to avoid network congestion, and (3) the number of parallel migrations of VMs is maximized, notably of those belonging to the same VDC so as to reduce its disruption time.

As network resources are allocated for the VDCs, VMs are migrated using only the residual (i.e., unused) bandwidth of the physical links.\(^1\) Hence, the higher is the residual bandwidth, the lower is the migration time. Typically, when

\(^1\)We assume that there is no alternate network dedicated to VM migrations since its deployment is costly and may not be possible in large-scale infrastructures [16]. Nevertheless, even if such network is set up, our solution can still be used to achieve objectives (2) and (3) mentioned above.
a VM is moved to a new location, its associated virtual links are also migrated. This changes the residual bandwidth in the physical links, which, in turn, impacts the duration of the subsequent migrations and their incurred service disruption time; Hence the need to find an optimal migration plan that minimizes the total migration time and impact on the network and service quality.

To address this challenge, we propose CQNCR (read as sequencer), a migration manager that orchestrates and executes massive VM migrations in data centers with the goal of minimizing their overall migration time and overhead. Unlike previous work [3], [11], [12], the proposed solution takes into consideration the change of residual bandwidth at each step of the migration plan and also maximizes parallel migrations while avoiding potential bottlenecks in the network. More importantly, CQNCR can be easily incorporated into VM/VDC management frameworks like SandPiper [18], VDC Planner [21] and SecondNet [10] to further optimize the execution of the triggered migrations and improve the overall performance of the network and services.

The rest of the paper is organized as follows. We first provide background material in Section II. Section III presents an illustrative example showing how different migration plans can impact the total migration and service disruption times. Section IV surveys the related work on VM/VDC management frameworks and migration planning. We then formulate the VDC migration planning problem as an Integer Linear Program (ILP) in Section V. The proposed solution is presented in Section VI. Then we provide performance evaluation results in Section VII and some conclusions in Section VIII.

II. BACKGROUND

A large body of work has been devoted to live migration techniques [6]. The main goal of live migration is to relocate a VM with the minimum possible service disruption time. Generally speaking, two main approaches were proposed in the literature: post-copy and pre-copy migration [13].

As the pre-copy migration is the most common approach that is already implemented in the state-of-the-art hypervisors (e.g., VMware, XEN, KVM) [13], we adopt this approach in this work, and hence we only provide its details in the following paragraph. As shown in Fig. 1, in a pre-copy live migration, the VM content (i.e., VM image) is first copied from the source physical machine to the destination host (i.e., VM image copy phase). Subsequently, the iterative pre-copy phase is started. During the first iteration of this phase, all memory pages are copied to the new VM. As memory content can change during the transfer, the subsequent iterations will only copy the changed memory pages (called dirty pages) to the target machine. The dirty pages are continuously copied until their number becomes relatively small, or a certain number of iterations is reached. This marks the start of the next phase, called the stop-and-copy phase, where the source VM is suspended, and the dirty pages are copied to the destination. Then, the new VM at the destination host takes over while the source VM is destroyed. It is worth noting that the VM is not available only during the stop-and-copy phase.

![Fig. 1. Pre-copy Live Migration [13]](image)

Mann et al. provide a mathematical model for live migration in VMware vMotion and KVM [15], [16]. They compute the total migration time using the following parameters: the VM image size denoted by $W$ (MB), the VM memory size $M$ (MB), the VM page dirty rate $R$ (MBps), and the amount of bandwidth used for migrating the VM denoted by $L$ MBps, the expected duration for the stop-copy phase denoted by $T$ (seconds), and amount of memory transferred in each pre-copy round denoted by $X$ (MB). The duration of the image-copy phase can be written as:

$$T_i = \frac{W}{L}$$  \hspace{1cm} (1)

The duration of the pre-copy and stop-copy phase is

$$T_{p+s} = \frac{M \cdot \frac{L}{1-(R/L)^n}}{L}$$  \hspace{1cm} (2)

Finally, the duration of only the stop-copy phase is

$$T_s = \frac{M}{L} \left(\frac{R}{L}\right)^n$$  \hspace{1cm} (3)

where

$$n = \min \left(\left\lceil \frac{T.L}{M} \right\rceil, \left\lceil \frac{T.R}{M.(L-R)} \right\rceil \right)$$  \hspace{1cm} (4)

The total migration time can be given by the sum of the durations of theses phases (i.e., $T_i + T_{p+s}$). The downtime for a VM is given by $T_s$.

III. MOTIVATION

In this section, we provide a motivating example to show the impact of migration sequence planning on the total migration time, VM downtime, and VDC downtime.

In this example, we consider a network consisting of four servers (P1, P2, P3, and P4), two top-of-rack switches, and two aggregation switches (Fig. 2(a)). Each server has 16 cores, 32 GB of memory, and 1 TB of disk and is connected to a top-of-rack switch with a 1-Gbps link. Switches are inter-connected via 10-Gbps links. The resulting topology is a typical tree topology as shown in Fig. 2(a).

We assume two VDCs are embedded in the considered data center (Fig. 3(a) and Fig. 3(b)). VDC 1 contains five VMs and six virtual links, whereas VDC 2 contains five VMs and four virtual links. Fig. 3(a) and Fig. 3(b) respectively show the virtual topologies of VDC 1 and VDC 2, as well as resource

![Fig. 3(a) and Fig. 3(b)](image)
requirements of each of their VMs (i.e., CPU, memory, and image size) and virtual links (i.e., bandwidth).

Fig. 2(a) and Fig. 2(b) show two possible resource mappings of these VDCs onto the physical topology. For instance, Fig. 2(a) shows the following mapping for VDC 1: the VMs $V_1^1$ and $V_2^1$ are embedded in P1, $V_3^1$ and $V_4^1$ are embedded in P4 and $V_5^1$ in P3. The virtual links $(V_1^1, V_2^1), (V_3^1, V_4^1), (V_2^1, V_3^1)$ and $(V_4^1, V_5^1)$ are mapped onto the paths (P1, S1, S4, S2, P4), (P1, S1, S4, S2, P4), (P4, S2, P3) and (P1, S1, S4, S2, P3), respectively. Finally, the virtual links $(V_1^2, V_5^2)$ and $(V_2^2, V_3^2)$ are embedded within the physical machines P1 and P4, respectively. The figures also show the residual bandwidth (denoted by $b$) for each physical link i.e., the bandwidth available after embedding the virtual links.

Our objective is to devise a sequence of migrations to move VMs from the initial mapping (Fig. 2(a)) to the final one (Fig. 2(b)) with minimal migration time, VM and VDC downtime.

Two possible migration sequences are shown in Fig. 4(a) and Fig. 4(b). In each figure, the bottom line represents time in seconds and the top bounded lines represent start, duration, and end of a VM migration. The name of the VMs are shown on the left side. For instance, in the first sequence (Fig. 4(a)), two migrations are triggered at time 0: (i) VM $V_2^2$ is migrated from P1 to P3, and (ii) VM $V_5^2$ is migrated from P3 to P4. The first migration takes 10 seconds and the second one takes 60 seconds. When VM $V_2^2$ is migrated from P1 to P3, its associated virtual links are removed from P1 and re-embedded at P3. Hence, the residual bandwidth in links changes after each step in the sequence. Subsequently, $V_5^2$ is migrated from P3 to P1 using the available residual bandwidth. Migrations are executed according to the provided sequence until the final mapping is reached.

For the first sequence in Fig. 4(a), the total migration time is 220 seconds, and for the second one in Fig. 4(b), the total migration time is 165 seconds. The average VM downtime (i.e., average duration of the stop-copy phase) for the two sequences are 4.14 and 3.9 seconds, respectively. The average VDC downtime for these two sequences are 14.5 and 13.7 seconds, respectively. Here, a VDC is assumed to be down if one of its VMs is down.

While we perform parallel migrations in both sequences, the second sequence provides better performance as it schedules the migrations in a way that maximize the residual bandwidth for the subsequent migrations. For this simple example with two VDCs and a small-scale data center, the second sequence provides more than 25% improvement in total migration time over the first one. As we shall show in Section VII, for larger-scale data centers, the migration plan can have higher impact on the performance, and our proposed solution can further reduce total migration time by up to 35% and VM/VDC downtime by up to 60%.

IV. RELATED WORK

VM Migration has been a central tool allowing dynamic resource management and optimization in cloud environments. Recently, several proposals have relied on VM migration to manage VMs and VDCs in virtualized data centers [12], [18], [21]. For instance, Sandpiper is a VM management scheme for data center environments designed to avoid machine overload by relocating VMs [18]. Another work that also relies on VM migration is VDC Planner [21]. VDC Planner is a VDC management framework that leverages VM migration to handle various usage scenarios, namely VDC embedding and scaling up and down, and also server consolidation. In this framework, migration is used to re-optimize the current VM mapping in order to make room for new VDCs, or to allow adding more VMs and virtual links to a previously embedded VDC. However, for both frameworks, Sandpiper and VDC Planner, the impact of migrations’ order was not studied and VMs are moved without a prior setup of a particular plan.

The first work that considered finding optimal migration plans is that of Hermenier et al. [11], [12]. They proposed
Entropy, a resource manager that dynamically consolidate workloads in data centers. Through experiments, they found that the downtime of a migrated VM (which corresponds to the duration of stop-and-copy phase [7], [12]) depends mainly on the size of its memory. Based on this observation, they developed a migration cost model that considers only the VM memory size. Then they formulated the migration sequenc- ing problem as a Constraint Satisfaction Problem (CSP) that aims at minimizing the migration cost. The solution that we propose in this paper is different from Entropy as we aim at minimizing the total migration time and also the downtime of a migrated VM (which corresponds to the duration of stop-and-copy phase [7], [12]) depends mainly on the size of its memory. Based on this observation, they proposed a heuristic algorithm to migrate virtual machines in OpenFlow-enabled networks [9], [17]. However, their main focus was to ensure the satisfaction of security, capacity, and performance constraints during the execution of the migration plan [3]. Ghorban et al. proposed a heuristic algorithm to migrate virtual machines in OpenFlow-enabled networks [9], [17]. However, their algorithm does not aim at minimizing the migration time or service disruption time but rather, it aims at finding a migration plan that does not introduce any inconsistent state in the network. Lo et al. also tackled the same problem but in the context of WAN virtualization [14]. They proposed three algorithms for migrating multiple virtual routers with the goal of minimizing migration time and cost. Kikuchi et al. investigated the performance and overhead related to live migration strategies for virtual clusters [20]. They highlighted the scarcity of network bandwidth and stressed the need to determine optimal migration orders in order to efficiently use bandwidth. However, they do not provide a solution to this problem in their work.

Unlike the aforementioned studies, our solution finds the optimal migration plan while considering the change in residual bandwidth and the inter-dependence between VMs. Indeed, when offering VDCs instead of simple VMs, the migration of a VM involves also the migration of its associated virtual links. Thus, the residual bandwidth changes at each step of the migration plan, which impacts the total migration time and service disruption time. Furthermore, our solution tries to migrate simultaneously VMs belonging to the same VDC in order to minimize the downtime of the service offered by the VDCs.

V. THE VDC MIGRATION SEQUENCING PROBLEM

In this section we formally define the VDC migration sequencing problem as an Integer Linear Program (ILP). In our model, the physical data center network is represented by a graph $G = (N, L)$, where $N$ and $L$ denote the nodes and links respectively in the data center network. Furthermore, we define $N = N_H \cup N_S$, where $N_H$ and $N_S$ represent the set of physical hosts and switches, respectively. The CPU, memory and disk capacities of each physical host $\bar{n} \in N_H$ are denoted by $\bar{C}_{\bar{n}} \in \mathbb{R}^+$, $\bar{M}_{\bar{n}} \in \mathbb{R}^+$ and $\bar{D}_{\bar{n}} \in \mathbb{R}^+$, respectively. Bandwidth capacity of each physical link $\bar{l} \in \bar{L}$ is represented by $\bar{B}_{\bar{l}} \in \mathbb{R}^+$. We also define $s_{\bar{n}\bar{l}} \in \{0, 1\}$ and $d_{\bar{n}\bar{l}} \in \{0, 1\}$ to indicate whether $\bar{n}$ is the source and destination of each physical link $\bar{l}$:

$$s_{\bar{n}\bar{l}} = \begin{cases} 1 & \text{if } \bar{n} \in \bar{N} \text{ is the source of } \bar{l} \in \bar{L}, \\ 0 & \text{otherwise.} \end{cases}$$

$$d_{\bar{n}\bar{l}} = \begin{cases} 1 & \text{if } \bar{n} \in \bar{N} \text{ is the destination of } \bar{l} \in \bar{L}, \\ 0 & \text{otherwise.} \end{cases}$$

Let $I$ denote the set of VDCs embedded in the data center. Each VDC $i \in I$ is represented as a graph $G^i = (N^i, L^i)$, where $N^i$ is the set of VMs and $L^i$ is the set of virtual links between VMs in $N^i$. For each VM $n \in N^i$, let $C^n_{\bar{n}} \in \mathbb{R}^+$, $M^n_{\bar{n}} \in \mathbb{R}^+$ and $D^n_{\bar{n}} \in \mathbb{R}^+$ represent the CPU, memory and disk (i.e., image size) requirements, respectively. $R^n_{\bar{n}}$ represents the average page dirty rate for $n$. For each virtual link $l \in L^i$, let $B^i_l \in \mathbb{R}^+$ denote the bandwidth requirement of virtual link $l$ and $C^i_{\bar{l}} \in \mathbb{R}^+$ represent the amount of physical link $\bar{l} \in \bar{L}$.
bandwidth allocated to virtual link $l \in L^i$. Furthermore, the
source and destination of each virtual link $l$ is specified by the
following variables:

$$s_{nl}^l = \begin{cases} 
1 & \text{if } n \in N^i \text{ is the source of } l \in L^i, \\
0 & \text{otherwise}
\end{cases}$$

$$d_{nl}^l = \begin{cases} 
1 & \text{if } n \in N^i \text{ is the destination of } l \in L^i, \\
0 & \text{otherwise}
\end{cases}$$

The mapping between the VMs in VDC $i$ and the physical hosts in $\bar{N}_H$ at time $t$ is represented by the following binary variable:

$$y_{tn}^i = \begin{cases} 
1 & \text{if } n \in N^i \text{ is embedded in } t \in \bar{N}_H \text{ at time } t, \\
0 & \text{otherwise}
\end{cases}$$

To capture the system state during the migration sequence, we adopt a discrete time model where time is divided into intervals of fixed length. A new migration can start at the beginning of a time interval. Even though in practice the VM migration may happen at any given time, we choose to adopt the discrete time model mainly due to its simplicity. Furthermore, this discrete time model can be arbitrarily close to the continuous time model as the interval length becomes infinitely small. Let $[0, T]$ denote the time interval in which the migrations take place, where $T$ is maximum time allowed for the migration sequence. The mapping of all embedded VDCs at a particular time $t$ is then captured by the multi-dimensional matrix $(y_{tn}^i)_{t \in T, n \in N, t \in \bar{N}}$.

In the VDC migration sequencing problem, the initial and final placement of VMs, i.e., $(y_{tn}^i)_{t \in T, n \in N}$ and $(y_{tn}^f)_{t \in T, n \in N}$ at time $0$ and $T$, respectively, are provided as inputs. Our goal is to find a sequence of states $(y_{tn}^i)_{t \in T, n \in N}$, $0 < t < T$ such that system gradually transits from the initial state $(y_{t_0}^i)_{t \in T, n \in N}$ to $(y_{T}^f)_{t \in T, n \in N}$:

$$(y_{tn}^i)_{t \in T, n \in N} \rightarrow (y_{t+1}^i)_{t \in T, n \in N} \rightarrow (y_{t+2}^i)_{t \in T, n \in N} \rightarrow \ldots \rightarrow (y_{T}^f)_{t \in T, n \in N}.$$  

This is achieved by scheduling migrations at appropriate times. Define $z_{tn}^i \in \{0, 1\}$ as a variable that indicates whether $n$ is to be migrated from $p$ to $q$ at time $t$:

$$z_{tn}^i = \begin{cases} 
1 & \text{if } n \in N^i \text{ is scheduled to migrate from } p \text{ to } q \text{ at time } t, \\
0 & \text{otherwise}
\end{cases}$$

As a migration may take several periods to complete, to account for migration time, we define $X_{tn}^i \in \{0, 1\}$ as a variable that indicates whether $n$ is under migration during time period $t$:

$$X_{tn}^i = \begin{cases} 
1 & \text{if } n \text{ is migrating from } p \text{ to } q \text{ during period } t, \\
0 & \text{otherwise}
\end{cases}$$

To ensure that $z_{tn}^i$ triggers the migration, and only a single migration can take place for a single VM $n$, we must have the following constraints:

$$X_{tn}^i \geq z_{tn}^i, \forall i, n \in N^i, p, q \in N_H, 0 \leq t < T$$  

$$\sum_{q \in N} X_{tn}^i \leq 1, \forall i, n \in N^i, p, q \in N_H, 0 \leq t < T$$

Let $b_{tn}^i \in \mathbb{R}^+$ represent the bandwidth allocated for migration of $n$ from $p$ to $q$ at time $t$, and let $r_{tn}^i \in \mathbb{R}^+$ denote the size of the remaining content to be copied from $p$ to $q$ for VM $n$ at the beginning of time $t$. The following constraint states that when migration starts, the total content to be copied is $M_n^i$ (e.g., the memory and image size of the VM):

$$X_{tn}^i = \sum_{p, q} y_{tn}^i b_{tn}^i M_n^i, \forall i, n \in N^i, p, q \in N_H, 0 \leq t \leq T$$  

Furthermore, unless $r_{tn}^i$ becomes negative, when time period $t+1$ starts, $r_{tn}^i$ should be reduced by $b_{tn}^i$:

$$r_{tn}^i (t+1) \geq r_{tn}^i - b_{tn}^i X_{tn}^i, \forall i, n \in N^i, p, q \in N_H, 0 \leq t \leq T - 1$$

We also want to ensure that migration must continue (i.e., $X_{tn}^i (t+1) = 1$) at time $t+1$ if the remaining content after time $t$ is positive:

$$X_{tn}^i (t+1) \geq (r_{tn}^i - b_{tn}^i X_{tn}^i) / M_n^i, \forall i, n \in N^i, p, q \in N_H, 0 \leq t \leq T - 1$$

When migration of VM $n$ is being carried out, VM $n$ must be present in both the source and destination machines $p$ and $q$:

$$y_{tn}^i \geq X_{tn}^i, \forall i, n \in N^i, p, q \in N_H, 0 \leq t \leq T$$

Furthermore, the total resource used by the VMs running in physical host $n$ must satisfy its capacity constraints for CPU, memory and disk:

$$\sum_{i=1}^{I} \sum_{n \in N^i} y_{tn}^i C_n^i \leq C_n, \forall t, n \in N_H$$

$$\sum_{i=1}^{I} \sum_{n \in N^i} y_{tn}^i \mathcal{M}_n \leq \mathcal{M}_n, \forall t, n \in N_H$$

$$\sum_{i=1}^{I} \sum_{n \in N^i} y_{tn}^i D_n^i \leq D_n, \forall t, n \in N_H$$

In addition, let $v_{tn}^f \in \{0, 1\}$ indicates whether the migration path from $p$ to $q$ includes $l$. The following constraint states that the total bandwidth used by VDCs for migration must respect the link capacity constraint of each link $l \in L$:

$$\sum_{n \in N^i} \sum_{l \in \bar{L}} \xi_{nl}^i + \sum_{p, q} \sum_{l \in \bar{L}} b_{tn}^i v_{tn}^f \leq B_{l,n}, \forall t, n \in N_H, l \in \bar{L}$$  

We also require the flow constraint which states that the total incoming bandwidth should be equal to the total outgoing bandwidth for every node $n$ along a virtual link $l$, unless $n$ is either the source node (in which case the net outgoing
bandwidth is positive) or the destination node (in which case the net outgoing bandwidth is negative) of \( l \):
\[
\sum_{i \in L} \bar{g}_{ni}^{it} - \sum_{i \in L} \bar{d}_{ni}^{it} = \sum_{n \in N^i} \bar{g}_{n\bar{q}}^{it} s_{l}^{it} B_l - \sum_{n \in N^i} \bar{y}_{ns}^{it} d_{nl}^{it} B_l
\]
\[
\forall i \in I, t, n \in N, l \in L^i
\]

We must also ensure that at any given moment, every VM must be embedded in at least one physical machine:
\[
y_{n\bar{q}}^{it} \geq 1 \quad \forall i \in I, n \in N^i, \bar{q} \in \bar{N}, 0 \leq t \leq T
\]

To capture our objective of minimizing total migration time, let \( w^t \in \{0, 1\} \) represent whether migration occurs at time \( t \). To ensure that migration sequence will be carried out continuously without idle periods, the following constraints must be satisfied:
\[
w^t \geq X_{n\bar{p},\bar{q}}^{it} \quad \forall i \in I, n \in N^i, \bar{p}, \bar{q} \in \bar{N}, 0 \leq t \leq T
\]
\[
w^t \geq w^{t+1} \quad \forall 0 \leq t \leq T - 1
\]

Finally, let \( P_n^i \in \mathbb{R}^+ \) represent the penalty for migrating a VM \( n \) in single time period. Thus, the overall objective is to minimize the total migration time and service penalty due to migration. Let \( \delta \in \mathbb{R}^+ \) denote the weight factor for normalizing the two objectives, the goal of the VDC migration sequencing problem can be stated as follows:
\[
\min \left( \sum_{t=0}^{T} w^t + \delta \sum_{i=1}^{I} \sum_{n \in N^i} X_{n\bar{p},\bar{q}}^{it} P_n^i \right)
\]
subject to constraints (5)-(19). This problem is \( \mathcal{NP} \)-hard to solve because even without CPU and memory capacity constraints, the problem generalizes the data migration problem [8], which is known to be \( \mathcal{NP} \)-hard.

VI. SEQUENCER (CQNCR)

In this section, we present CQNCR, our heuristic solution to the VM migration sequencing problem. Given an initial and a target resource allocation, the goal of this algorithm is to find a sequence of VM moves that translates the initial VM embedding to the target one. Before going into the details of the proposed heuristic, we first present various design alternatives that can be considered, and also the rationale behind our design choices.

A. Design Rationale

The goal of the proposed solution is to find a migration sequence that minimizes the total migration and service disruption times as captured by the objective function (Eq. 20). To achieve this goal, the following sights can be used to guide the algorithm to determine an efficient migration plan:
- Start by migrating VMs whose new placement will result in the increase of the residual bandwidth, and thereby ensure that subsequent migrations are performed faster, which reduces also VM downtime.
- Migrate first VMs incurring the least migration time.
- Avoid concurrently transferring VMs to and from the same physical machine in order to reduce the processing overhead introduced by migration. In other words, one physical machine is either receiving or sending one and only one VM at a particular point of time.
- When concurrently transferring VMs, avoid using paths sharing the same links in order to inhibit network congestion due to migration.

Based on these guidelines, we designed our heuristic solution as detailed in the following subsection.

B. Heuristic Solution

Our heuristic solution is described in Algorithm 1. Given the initial \((y_{n0}^{it})\) and target \((y_{nT}^{it})\) mapping, Algorithm 1 returns a set of tuples \( S_q \) containing the migration start time, VM to migrate, source and destination physical hosts, and the migration path.

The main idea of the algorithm is to divide VMs to be migrated into Resource Independent Groups (RIGs). Each RIG contains a set of VMs that can be migrated through disjoint paths and between distinct machines. Then VMs of each RIG are migrated concurrently. RIG migrations are triggered sequentially starting by the RIGs that have shorter migration time and willing to free up more residual bandwidth for later migrations.

In line 1 of Algorithm 1, the set representing the migration sequence is initialized. The current time for scheduling a migration is represented by \( t \). In line 3, the set \( V_t \) contains the VMs that need to be migrated. This set can be computed based on the current and the targeted resource allocations, i.e., \((y_{n0}^{it})_{i \in I, n \in N^i, \bar{p} \in \bar{N}}\) and \((y_{nT}^{it})_{i \in I, n \in N^i, \bar{p} \in \bar{N}}\).

The first step is to create the RIGs (line 6). First we create the set \( V_f \) containing the list of VMs that can be migrated at time \( t \). Indeed, in some cases, it is not possible to directly migrate some of the VMs because the target machines at the current time may not have enough resources to host them. However, as both the initial and final resource configurations provided as inputs are supposed to be feasible, some VMs will be eventually moved from the target machine and thereby resources will be freed. In this case, the migrations that are not possible at the current time will be triggered subsequently.

In order to create the RIGs, we first parse all the VMs in \( V_f \). For each \( v \in V_f \), we check if it is possible to include it in one of the existing RIGs (RIG \( j \) is denoted by \( G_j \)), otherwise a new RIG is created to contain \( v \). A VM \( v \) is included in an existing group \( G_j \) if (1) its source and destination are not the same as any of the VMs belonging to \( G_j \), and (2) it is possible to migrate \( v \) using a path that does not share any link with other paths used to migrate the VMs belonging to \( G_j \).

In the second step, one of the RIGs is chosen to be migrated (denoted by \( G_j \)) at time \( t \) such that the following costs are minimized:

- **Migration time**: The migration time \( C_M \) for a group \( G_j \) is computed as follows:
\[
C_M(G_j) = \max_{v \in G_j} \text{migration\_time}(v)
\]
where the migration time is calculated based on Equations (1) and (2).

- **Waiting time**: After selecting $G_j$ to be migrated at time $t$, the scheduler has to wait for some time before starting the migration of the next group of VMs. We call this time the waiting time for the group $G_j$ denoted by $C_w(G_j)$. The idea is to start the migration of some VMs belonging to the subsequent RIG as soon as possible if they do not share any resources with the VMs being migrated.

- **Impact on other RIGs’ migration time**: If we select to migrate $G_j$ at time $t$, this operation will have an impact on the migration time of the other RIGs. The impact can be either positive (i.e., decrease migration time) or negative (i.e., increase migration time) based on the new residual bandwidth. This cost is computed as follows:

$$C_I(G_j) = \sum_{k \in \{1, ..., |J| \setminus j\}} C_M(G_k/G_j) - C_M(G_k)$$  \hspace{1cm} (21)

where $C_M(G_k/G_j)$ is the migration time of the group $G_k$ knowing that the migration of the group $G_j$ has already been scheduled. This cost represents the expected gain or loss in migration time of the subsequent groups if $G_j$ is scheduled first.

The total migration cost for RIG $G_j$ is a weighted sum of the above mentioned costs. It can be written as follows:

$$C_T(G_j) = \alpha C_M(G_j) + \beta C_W(G_j) + \gamma C_I(G_j)$$  \hspace{1cm} (22)

where $\alpha$, $\beta$, and $\gamma$ are weights used to adjust the influence of each component. Note that all these costs have the same unit (seconds).

The RIG that minimizes the total cost, denoted by $G_{j^*}$, is selected to be migrated (line 27). The VMs of the group $G_{j^*}$ are then added to the migration sequence and removed from $V_t$ (line 31). The time $t$ is increased by the amount of waiting time for $G_{j^*}$ (line 32). The process is repeated until there are no VMs to be migrated (i.e., $V_t = \emptyset$).

Finally, we analyze the running time of our algorithm. The grouping of VMs into RIGs (Line 8-20) requires $O(|V_t|)$ time to complete. The greedy migration sequence generation process (Line 22-32) takes at most $|V_t|$ rounds to complete. Each round runs in $O(|V_t|)$ time as it requires recomputing the migration cost of every remaining RIG and selecting the RIG with lowest cost for migration (Line 29). Thus, the total running time of the algorithm is $O(|V_t|^2)$.

## VII. Evaluation

We evaluate the performance of CQNCR through extensive simulation. We generated four different VM deployment scenarios (Table I). For each scenario, VDCs, VMs and virtual links are generated. Their initial mapping is generated randomly whereas the target mapping is generated by consolidating VMs and virtual links as compactly as possible. In order to reach the target mapping, migration sequences are generated using two different algorithms: a baseline approach, and (ii) our proposed solution (referred to as CQNCR hereafter). We compare and contrast the obtained results to demonstrate the effectiveness of CQNCR.

In the following, we first describe the simulation setup and the deployment scenarios. We then present the metrics used to evaluate performance. Finally, we provide the comparison results between CQNCR and the baseline.

### A. Simulation Setup

In our experiments, we simulate a data center with 1024 servers and 256 switches, connected according to a tree topology [5]. Each physical machine is configured with 16 CPU cores and 64 GB of memory and connected to a top-of-rack switch with 1 Gbps bidirectional link.

We perform simulations for the four different scenarios. For each scenario, Table I shows the number of VDCs, VMs, virtual links, and migrations as well as the number of active physical machines (i.e., hosting at least one VM) and active physical links (i.e., used to embed at least one virtual link) for the initial and target mappings. The initial mapping is generated by randomly embedding VMs in the physical machines.
The target mapping is generated by consolidating VMs of the same VDC as compactly as possible while minimizing the number of active servers and links. For instance, in scenario $S - 1$, we consider 3 VDCs consisting of 13 VMs and 14 virtual links. In the initial mapping, 13 physical machines and 57 physical links are active. After the VM consolidation, only 3 physical hosts and 10 physical links are used. To reach the final mapping 13 migrations are required. In the other scenarios $S - 2$, $S - 3$, $S - 4$, we consider a larger number of VDCs, VMs and virtual links, which leads to a higher number of migrations.

The requirements of VMs in terms of number of virtual CPUs (vCPUs) and memory size are selected from the Amazon EC2 instance specifications [2] as shown in Table II. The bandwidth of the virtual links are selected randomly between 250 and 750 Mbps. The image size of a VM depends on the deployed OS and applications. Hence, the image size of each VM is selected randomly between 1 GB to 100 GB. All our simulations are conducted on a machine with dual quad-core 2.4 GHz Intel Xeon E5620 processors and 12-GB of RAM.

<table>
<thead>
<tr>
<th>EC2 Instance Type</th>
<th>vCPU</th>
<th>Memory (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>m3.xlarge</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>m3.2xlarge</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>m1.small</td>
<td>11</td>
<td>1.7</td>
</tr>
<tr>
<td>m1.medium</td>
<td>1</td>
<td>3.75</td>
</tr>
<tr>
<td>m1.large</td>
<td>2</td>
<td>7.5</td>
</tr>
<tr>
<td>m1.xlarge</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>c3.large</td>
<td>2</td>
<td>3.75</td>
</tr>
<tr>
<td>c3.xlarge</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>c3.2xlarge</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>c3.4xlarge</td>
<td>16</td>
<td>30</td>
</tr>
<tr>
<td>c1.medium</td>
<td>2</td>
<td>1.7</td>
</tr>
<tr>
<td>c1.xlarge</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>c2.xlarge</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>cg1.4xlarge</td>
<td>16</td>
<td>22.5</td>
</tr>
<tr>
<td>m2.xlarge</td>
<td>2</td>
<td>17.1</td>
</tr>
</tbody>
</table>

TABLE II

VM INSTANCES

Given a particular migration sequence, and the initial and final mappings, the simulator computes total migration time, average VDC downtime, and average VM downtime.

B. The Baseline Algorithm

We compare the performance of CQNCR with that of a baseline algorithm that performs parallel migrations at each time step while greedily decide the order of migrations. Specifically, this baseline algorithm starts by identifying the VMs that can be directly migrated. This means that (i) the destination machines have sufficient resources to host these VMs, and (ii) there is enough bandwidth to embed all virtual links connected to them. The algorithm uses disjoint paths to migrate in parallel the VMs with the shortest migration time. Next, it re-embeds the virtual links connected to the migrated VMs and updates the residual bandwidth of the physical links. This process is repeated until all VMs are migrated.

C. Results

For each considered scenario, we evaluate three performance metrics:

- **Total migration time**: the total time to perform all VM migrations according to the migration plan.
- **VM downtime**: the duration of downtime incurred when the VM is migrated. This time corresponds to the duration of the stop-copy phase (Eq. 3).
- **VDC downtime**: the downtime of a VDC is the time span within which at least one of its VMs is down.

Due to space limitation, we report simulation results for cases where all the weight factors used in the total migration cost (Eq. 22) are set to 1 (i.e., \( \alpha = \beta = \gamma = 1 \)). A deeper analysis of the impact of these weights will be considered in our future work.

Fig. 5(a) reports the total migration time for the four considered scenarios. As we can see, in all scenarios CQNCR outperforms the baseline algorithm by a large margin. For scenario $S - 1$, the baseline algorithm takes 465.5 seconds to migrate the VMs, whereas CQNCR takes only 327.73 seconds, which is around 30% improvement. In case of scenario $S - 1$, the VDC downtime is around 52 seconds, whereas it is around 29 seconds using CQNCR. Hence, CQNCR achieves around 35% improvement. Similarly, for scenarios $S - 3$ and $S - 4$ where the number of migrations is large (486 and 998, respectively), the improvement in total migration time is also around 36%.

The average downtime per VM is reported in Fig. 5(b). For the baseline algorithm, the average VM downtime for the four scenarios are 12.05, 16.24, 18.29, and 16.78 seconds, respectively. For CQNCR the downtimes are 6.9, 7.38, 7.25, and 7.78 seconds, respectively. Hence, in general, CQNCR reduces VM downtimes by up to 60%. Indeed, CQNCR ensures that the VMs are migrated at higher bandwidth and hence can significantly reduce the downtime.

Finally, Fig. 5(c) shows the average downtime per VDC. In scenario $S - 1$, using the baseline algorithm, the VDC downtime is around 52 seconds, whereas it is around 29 seconds using CQNCR. It is clear from the figure that, for all scenarios, CQNCR reduces the downtime by up to 60%.
CQNCR performs significantly better than the baseline algorithm as it always groups together a collection of VM migrations (with the shortest combined migration time) that do not share any resources and performs these migrations in parallel. The second factor that allows CQNCR to further reduce the total migration time is the fact that it starts by selecting the VMs whose migration reduces the migration time of the subsequent groups as described in Section VI.

VIII. CONCLUSION

VM migrations are frequently used to optimize resource allocations and achieve several performance objectives in today’s cloud environments. In this context, determining the optimal VM migration sequence is an important problem as it has a direct impact on both resource efficiency (in terms resources used for migration) and application performance (in terms of service downtime). In this paper, we presented an effective technique (called CQNCR) for determining the execution order of massive VM migrations within data centers. In particular, given an initial and a target resource allocation, CQNCR allows to find an efficient migration plan that minimizes the total migration time, the average individual VM downtime and the average VDC downtime. Simulation results show that, compared to the baseline, CQNCR improves total migration time by up to 35% and VM/VDC downtime by up to 60%.
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