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Abstract—We address the problem of estimating the real-time nature of traffic flows in data center networks, using the light-weight SNMP data. Unlike the problem of estimating the traffic matrix (TM) across origin-destination (OD) pairs in ISP networks, the traffic flows across servers or ToR (Top of Rack) switch pairs in data center networks are notoriously more irregular and volatile. Although numerous methods have been proposed in past several years to solve the TM estimation problem in ISP networks, none of them could be applied to data center networks directly. In this paper, we make the first step to decompose the data center topology to several clusters by leveraging the characteristics of prevailing data center architecture, which makes TM inference problems in data center networks easy to handle. We also state a lemma to obtain the coarse-grained traffic characteristics of these clusters unbiasedly. Two efficient TM inference algorithms are proposed based on the decomposed topology and the coarse-grained traffic information, which improves the state-of-the-art tomography methods without requiring any additional instrumentation. Finally, comparing with a recent representative TM inference algorithm through intensive simulations, the results show that, i) the data center TM inference problem could be well handled after the decomposition step, ii) our two algorithms outperform the former one in both speed and accuracy.

I. INTRODUCTION

As data center networks become increasingly central in cloud computing, both research and operations communities have begun to explore how to better design and manage them. The main topics include network structure design [1] [2] [3], traffic engineering [4], capacity planning [5], anomaly detection [6], etc. However, until recently, very little is known about the characteristics of traffic flows within data center networks. For instance, how do traffic volumes exchanged by two servers or ToR switches vary with time? Which server communicates to other servers the most in data center networks? Actually the real-time traffic matrix across servers or ToR switches is a critical input to all above network tasks. Lack of this information impedes both research and operations.

With the increasing demands for the detailed flow level information of data center networks, a few work started to study the flow characteristics of the data centers in their hands [7] [8] [9]. However, the main barrier for them is the difficulty in flow data collection, for the flow level instrumentation is unavailable in most data centers. Besides installing these additional modules requires substantial development and lots of administrative costs.

As the SNMP counters are ubiquitously available in all data center network devices, it is natural to question whether we could borrow the well known tomography methods, which use link level information (such as SNMP bytes counters) to infer the traffic matrices in ISP networks. Unfortunately both Kandula’s experiments in real data center networks [9] and our simulations validate that all existing tomography based methods (which will be reviewed in Sec. II) perform poorly in data center networks. This is due to the irregular behavior of end-to-end flows in data center networks and the large quantity of redundant flows between each pair of servers or ToR switches.

In this paper, we demonstrate that the prevailing data center network topologies (including conventional data center architecture [10], Fat-Tree [11], VL2 [2], etc.) can be divided into several clusters, and the complexity of origin TM inference problem can be reduced accordingly. Based on that, we design two efficient algorithms to infer the traffic matrices across these clusters and ToRs within each cluster with high accuracy. Then we verify their performance in our experiments. More specifically, this paper makes the following contributions to the field of data center networking.

We decompose data center network into several clusters to deal with the large quantity of possible routes between OD pairs. By doing this, the complexity of the intractable inference problem can be dramatically reduced, and tomography methods are enabled to work on. We also state a lemma with its proof that the total traffic that exchanged intra/inter each clusters can be unbiasedly inferred from the link loads on switches. Such coarse-grained traffic characteristics are of great significance for the network administrators. For instance, clusters with much more intra traffic may be better designed, for the intra traffic often costs lower network and computational resources. And the administrators should pay more attention to the clusters that communicate a lot with other clusters, whose traffic may cause relative high network delay.

We propose two efficient algorithms to infer the detailed inter and intra clusters’ traffic matrices. The first algorithm, which is more appropriate to infer the TMs without explicit structures, utilizes the coarse-grained traffic information to calculate a hypothesis flow volume on each route and then refine the assignments by a least square program. The second one models the inference problem as a state-space network which incorporates both the spacial and temporal structure of TM, and updates the states of TM elements whenever a new observation arrives.

Finally, we design several intensive experiments to validate
the performances of our two proposals. Through comparing with a recent representative TM inference method, the experimental results show that our two algorithms outperform the former algorithms in both accuracy and speed, especially for the large scale TMs.

The rest of the paper is organized as follows: we start in Sec. II with the survey of related work; then the detailed problem formulation is described in Sec. III; in Sec. IV, we decompose the data center network topology to several clusters and state a lemma to figure out the coarse-grained traffic nature; we propose two efficient TM inference algorithms in Sec. V and Sec. VI, respectively; and evaluate them through simulations in Sec. VII; finally all the work in this paper is concluded in Sec. VIII.

II. RELATED WORK

As data center networking has recently emerged as a topic of interest, there are numerous studies working on approaches for traffic engineering [4], anomaly detection [5], provisioning and capacity planning [6], etc. However, almost no existing work has devoted to the traffic measurement approaches, although the estimation of traffic flows is a critical input to all above network tasks.

Previous studies [7] [8] have exploited the traffic characteristics within data center networks. The former focuses on cloud data centers that host Web services as well as those running MapReduce, while the latter considers more generic data center networks such as enterprise and campus data centers. Both of them collected packet traces by attaching a dedicated packet sniffer to a SPAN port on the switches in data centers. It is an impractical task to instrument the entire data center network. Therefore, Benson in [8] selected a handful of locations at random per data center and installed sniffers on them.

Kandula et al. [9] studied the nature of data center traffic on a single MapReduce data center. They firstly measure the traffic on data center servers, providing socket level logs. They also question that whether can traffic matrix be inferred from link counters by tomography methods in data center networks as they perform in the ISP counterpart? If they do so, the barrier to understand the traffic characteristics of data centers will be lowered from the expensive instrumentation to analyzing the more easily available SNMP link counters. Unfortunately, they show with their evaluations that tomography performs poorly for data center traffic, due to the following reasons.

i) Most existing topography based methods model the traffic flows at the granularity of volumes exchanged by origin and destination pairs, assuming that there is only one route between an OD pair and the routing matrix will always be constant over time. However, this assumption may be violated in data center networks. There are a great number of redundant routes in data center networks to deal with the congestion, and choosing which route depends on the particular scheduling strategy within the network; ii) To address the under-determined problem in network topography, some methods make additional assumptions such as gravity traffic model [12] and sparsity maximization [13], both of which perform poorly in data center networks, since servers in data centers do not have the same behaviors as terminals in ISP networks; iii) Some proposals make use of historical flow data or portion of flow information to estimate the current flows [13] [14]. These methods suppose flow monitors (such as Netflow) are available in network-wide, and can be turned on if necessary. Actually most data center networks have not been instrumented any flow monitor tools; iv) Methods that exploit the spatio-temporal structure of traffic flows [13] often have high time and space complexity, for the elements in the TM were estimated simultaneously under the global constrains. When TM is in large scale, these inference algorithms cost extremely expensive time and space computational resources. Moreover, when new observations or requirements arrive, they need to start over again.

In this paper, we aim at designing an efficient tool to infer the nature of data center flows with high accuracy without requiring any additional instrumentations besides the ubiquitous SNMP data collected by switches. With the new powerful tool, the data center administrators could learn the real-time network traffic details at any moment they need.

III. PROBLEM FORMULATION BACKGROUND

We consider a typical data center network as shown in Fig. 1, consisting of ToR switches, aggregation switches and core switches connecting with Internet. We can poll the SNMP MIBs on the network switches for bytes/packets-in and bytes/packets-out at granularity ranging from 1 minute to 30 minutes. The SNMP data can also be interpreted as switch loads, which equals to the summation of volumes of flows that traverse the corresponding switches. The traffic volumes exchanged by servers or ToR switches over different time periods form a traffic matrix (or TM). In this paper, we aim at inferring the ToR TM from the switch loads.

We represent switches in the network as \( S = \{ S_1, S_2, \ldots, S_m \} \), where \( m \) is the number of switches. Let \( Y = \{ Y_1, Y_2, \ldots, Y_m \} \) denote the traffic loads collected by SNMP counters on the switches, and \( X = \{ X_1, X_2, \ldots, X_n \} \) denote the traffic flow volumes on the routes between ToR switch pairs, where \( n \) is the number of all available routes in data center networks. \( X_i(t) \) and \( Y_j(t) \) represent the corresponding traffic at discrete time \( t \). The correlation between...
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\[ \mathbf{X}(t) \text{ and } \mathbf{Y}(t) \text{ can be formulated as} \]

\[ \mathbf{Y}(t) = \mathbf{A} \mathbf{X}(t) \quad (t = 1, ..., T) \quad (1) \]

Here, \( A \) denotes the routing matrix, where each row represents a switch and each column represents the flows’ routes. \( A_{ij} = 1 \) when the route of \( X_j \) traverses the switch \( S_i \), and \( A_{ij} = 0 \) otherwise. Although Eqn. (1) is a typical linear system, it is very difficult to solve. Since the number of equations is much less than the number of unknown variables, the problem is highly ill-posed. Especially, the case for the conventional data center topologies (as shown in Fig. 1) makes the problem even worse—as many ToR switches connect to one or a few high-degree aggregation switches, the number of available switch measurements is small. For example in Fig. 1, the network consists of 8 ToR switches, 4 aggregation switches and 2 core switches. The number of possible routes between all ToR switches is more than 100, while the number of observations is only 14. Moreover, the number of routes grows dramatically with the network scale. When the numbers of corresponding switches double, the number of routes will grow up to thousands. Hence, inferring TMs of data center networks directly from Eqn. (1) is impractical. In the next section, we will introduce a novel methodology which turns the intractable problem into an easy-handle one.

IV. DATA CENTER TOPOLOGIES DECOMPOSING

Due to the special architecture of prevailing data center networks, the TM across ToR switches can be decomposed to several smaller TMs. The possibility of the decomposition operation is based on the locally tree-like structure of data center topologies. For example in Fig.1 each ToR connects with two aggregations. Then the two aggregation switches together with 4 ToR switches can form a conditional independent cluster. That is to say, if we know the traffic flows that go in (or out of) \( \text{Agg}_1 \) and \( \text{Agg}_2 \), the traffic flows that go in (or out of) \( \text{ToR}_1 \sim \text{ToR}_4 \) are independent to the traffic flows going in (or out of) \( \text{ToR}_5 \sim \text{ToR}_8 \). Hence, Fig. 1 can be decomposed to two clusters as shown in Fig. 2. Therefore, the problem can be turned into inferring the TM across clusters (inter inference) and the TM across the ToR switches intra each cluster (intra inference), both of which are much more determined than the original problem.

Note that, although the inter and intra TMs that we aim to estimate can reveal most of the traffic characteristics of data center networks, we still could not obtain the traffic flows directly if their ends are in different clusters. Instead, we could learn from intra TM that how much traffic that originates from \( \text{ToR}_i \) and goes to another clusters and how much traffic that originates from another cluster and enters in \( \text{ToR}_j \). We could also learn from inter TM the detailed traffic flows across clusters. We will carry the work on to estimate the TM across ToR in different clusters in our future work based on the intra and inter TMs.

Actually, decomposing data center topology not only reduces the complexity of inference problem but also motivates us to figure out the coarse-grained traffic characteristics for each cluster, including the total traffic exchanged intra each cluster, the total traffic going out of each cluster and the total traffic entering into each cluster. In the rest part of this section, we first give some definitions then state Lemma IV.1 to demonstrate the coarse-grained traffic information of clusters can be inferred unbiasedly from the loads on switches.

Taking Fig. 2 for example, we denote the loads on the core switches and aggregation switches as \( \mathbf{Y}(\text{Core}) \) and \( \mathbf{Y}(\text{Agg}) \), respectively. The bold letter means it is a set of variables. Practically, it is easy to distinguish the “in” and “out” traffic flows on ToR switches. We represent the “out” flows which come from servers as \( \mathbf{Y}_{\text{out}}(\text{ToR}i) \), and the “in” flows which are transferred to servers as \( \mathbf{Y}_{\text{in}}(\text{ToR}i) \). Obviously, the total loads on ToR switches \( \mathbf{Y}(\text{ToR}i) = \mathbf{Y}_{\text{out}}(\text{ToR}i) + \mathbf{Y}_{\text{in}}(\text{ToR}i) \).

Suppose the underlying data center network can be decomposed to \( s \) clusters which are grouped in \( \mathcal{C} = \{ C_1, C_2, \ldots, C_s \} \). \( \mathbf{Y}(\text{Agg}_{Ci}) \) denotes the traffic loads on the aggregation switches in cluster \( C_i \), and \( \mathbf{Y}_{\text{in}}(\text{ToR}_{Ci}) \) \( (\mathbf{Y}_{\text{out}}(\text{ToR}_{Ci})) \) are the “in” (“out”) loads on the ToRs within cluster \( C_i \).

Lemma IV.1. Suppose \( X_{\text{intra}}(C_i) \) is the total traffic going out intra each cluster \( C_{i} \), \( X_{\text{in}}(C_{i}) \) is the total traffic entering \( C_{i} \) from other clusters, and \( X_{\text{out}}(C_{i}) \) is the total traffic going out of \( C_{i} \). Then the following equations hold.

\[ X_{\text{intra}}(C_{i}) = \sum_{\text{ToR}_{k}\in\text{ToR}_{Ci}} \left( \mathbf{Y}_{\text{in}}(\text{ToR}_{k}) + \mathbf{Y}_{\text{out}}(\text{ToR}_{k}) \right) - \sum_{\text{Agg}_{j}\in\text{Agg}_{Ci}} \mathbf{Y}(\text{Agg}_{j}) \quad (2) \]

\[ X_{\text{in}}(C_{i}) = \sum_{\text{Agg}_{j}\in\text{Agg}_{Ci}} \mathbf{Y}(\text{Agg}_{j}) - \sum_{\text{ToR}_{k}\in\text{ToR}_{Ci}} \mathbf{Y}_{\text{out}}(\text{ToR}_{k}) \quad (3) \]

\[ X_{\text{out}}(C_{i}) = \sum_{\text{Agg}_{j}\in\text{Agg}_{Ci}} \mathbf{Y}(\text{Agg}_{j}) - \sum_{\text{ToR}_{k}\in\text{ToR}_{Ci}} \mathbf{Y}_{\text{in}}(\text{ToR}_{k}) \quad (4) \]

Proof: From the ToRs’ “out” traffic aspect, we have

\[ \sum_{\text{ToR}_{k}\in\text{ToR}_{Ci}} \mathbf{Y}_{\text{out}}(\text{ToR}_{k}) = X_{\text{out}}(C_{i}) + X_{\text{intra}}(C_{i}) \quad (5) \]

Similarly, from the ToRs’ “in” traffic aspect, we have

\[ \sum_{\text{ToR}_{k}\in\text{ToR}_{Ci}} \mathbf{Y}_{\text{in}}(\text{ToR}_{k}) = X_{\text{in}}(C_{i}) + X_{\text{intra}}(C_{i}) \quad (6) \]
Combining Eqn. (5) and Eqn. (6), we have

$$\sum_{ToR_k \in ToR_{Cl}} (Y_{in}(ToR_k) + Y_{out}(ToR_k)) = X_{in}(C_i) + X_{out}(C_i) + 2 \cdot X_{intra}(C_i)$$

Thus we have

$$\sum_{ToR_k \in ToR_{Cl}} (Y_{in}(ToR_k) + Y_{out}(ToR_k)) = \sum_{Agg_j \in Agg_{Cl}} Y(Agg_j) + X_{intra}(C_i)$$

Eqn. (9) can also be written as

$$X_{intra}(C_i) = \sum_{ToR_k \in ToR_{Cl}} (Y_{in}(ToR_k) + Y_{out}(ToR_k)) - \sum_{Agg_j \in Agg_{Cl}} Y(Agg_j)$$

Thus Eqn. (2) has been proven. It is not difficult to learn from (5), (6) and (8) that both (3) and (4) in Lemma IV.1 are also true.

The coarse-grained traffic nature of clusters is unbiased and simple in calculation. It is significant to the data center administrators and network designers for making more convincing decisions based on the real-time traffic information.

V. TM INFERENZE METHOD BASED ON COARSE-GRAINED TRAFFIC CHARACTERISTICS

In this section, we propose an efficient TM inference algorithm based on the coarse-grained traffic characteristics (TMBCT). The new algorithm first calculates a hypothesis set of TM elements based on the coarse-grained traffic from Lemma IV.1 and then refines the hypothesis using the constraints of switch observations by least square program.

A. Hypothesis for TM Elements

The hypothesis for inter TM elements are calculated based on the gravity traffic model [15]. As we mentioned in Sec. II, traffic flows across servers or ToR switches in data center networks are revealed to violate the gravity traffic model [9], since the traffic flows are often irregular and burst. However, the data center network after being decomposed operates in a different situation. We found that traffic flows across clusters are relatively smooth and steady. Moreover, the clusters and cores are likely to play the same roles as the terminals and routers in the Internet. The sub-networks intra clusters have the similar situation as well. Thus, in this section we set the hypothesis for TMs using the gravity traffic model, which will be demonstrated feasible through the experiments in Sec. VII.

At their simplest, gravity models are based on the assumption of a simple proportionality relationship [16]

$$X_{ij} \propto Y_{i}^{out} \cdot Y_{j}^{in}$$

Where $X_{ij}$ denotes the traffic from the $i^{th}$ end to the $j^{th}$, $Y_{out}$ denotes the total traffic going out at the $i^{th}$ end, while $Y_{in}$ denotes the total traffic entering at the $j^{th}$ end.

1) Hypothesis for Inter TM: Since we have known the out (in) traffic volumes of all clusters from Lemma IV.1, the hypothesis of inter TM elements $X^{H}(C_{ij})$ can be formulated by

$$X^{H}(C_{ij}) = X_{in}(C_i) \cdot \frac{X_{in}(C_j)}{\sum_{C_k \in C} X_{in}(C_k)}$$

Suppose $N_c$ is the number of core switches. Since there is only one hop on each route between cluster pairs, there are $N_c$ routes from $C_i$ to $C_j$. We define a set of weights $w = \{w_1, \ldots, w_{N_c}\}$ for the routes between two clusters, where $\sum_{i=1}^{N_c} w_i = 1$. For example, in Fig. 2, there are two routes from $C_1$ to $C_2 : C_1 \rightarrow Core_1 \rightarrow C_2$ and $C_1 \rightarrow Core_2 \rightarrow C_2$. If we suppose they have the equal weight, then $w_1 = w_2 = \frac{1}{2}$. Thus the traffic allocated on the $k^{th}$ route is $w_k \cdot X^{H}(C_{ij})$.

2) Hypothesis for Intra TM: Similar to inter traffic flows, we also model the intra traffic exchanged by ToR switches as gravity traffic model. Different from inter traffic, there is a portion of traffic that goes out of (or enters into) the cluster. Therefore, we partition the total out (or in) loads on ToR switches into two parts: traffic going to (or coming from) ToRs outside the cluster (denoted by $X(ToR^{out})$ or $X(ToR^{in})$) and traffic going to (or coming from) ToRs within the cluster (equal to $X_{out}(ToR) - X(ToR^{out})$ or $X_{in}(ToR) - X(ToR^{in})$). We also define a parameter $\theta$ as the possibility that traffic goes out of cluster $C_i$, and $\theta_{in}$ as the possibility of traffic comes from other clusters, which can be calculated by

$$\theta_{out} = \frac{X_{out}(C_i)}{\sum_{ToR_j \in ToR_{Cl}} X_{out}(ToR_j)}$$

and

$$\theta_{in} = \frac{X_{in}(C_i)}{\sum_{ToR_j \in ToR_{Cl}} X_{in}(ToR_j)}$$

The hypothesis for $X(ToR^{out})$ and $X(ToR^{in})$ are

$$X^{H}(ToR^{out}) = \theta_{out} \cdot X_{out}(ToR_i)$$

and

$$X^{H}(ToR^{in}) = \theta_{in} \cdot X_{in}(ToR_i)$$

For the intra traffic flows, let $X^{H}(ToR_{ij})$ denote the hypothesis for traffic volumes from ToR$_i$ to ToR$_j$ within the cluster $C_k$, which can be calculated by

$$X^{H}(ToR_{ij}) = (1 - \theta_{out}^{i}) X_{out}(ToR_i) \cdot \frac{(1 - \theta_{in}^{j}) X_{in}(ToR_j)}{X_{intra}(C_k)}$$

Suppose there are $N_a$ aggregation switches in cluster $C_k$. Then the number of available routes between ToR$_i$ and ToR$_j$ within a cluster is $N_a$ as well, for there is only one hop on
each route. We define \( v = \{v_1, \ldots, v_{N_a}\} \) as the weights of routes that go through the corresponding aggregation switches, where \( \sum_{i=1}^{N_a} v_i = 1 \). The traffic allocated on the \( k^{th} \) route of each hypothesis set is \( v_k \cdot X^H(ToR_{ij}) \), \( v_k \cdot X^H(ToR_{im}) \) and \( v_k \cdot X^H(ToR_{ij}^m) \). As well as \( w \), the assignments to \( v \) depend on the routing strategy applied to the underlying network.

B. Refine the Hypothesis TMs by Least Square Program

The intuition to refine the hypothesis of inter and intra TM elements is finding the solution that is most close to the hypothesis and subject to the switch loads we have observed. This problem can be formulated as a least square program.

For the inter TM, the program can be formulated as

\[
\begin{align*}
\text{Minimize} & \quad ||X(C) - X^H(C)|| \\
\text{s.t.} & \quad A_{\text{inter}} X(C) = [Y(\text{Core}), Y_{\text{out}}(C), Y_{\text{in}}(C)]
\end{align*}
\]

where \( X(C) \) is the set of directed traffic flows from one cluster to another, and \( X^H(C) \) is its hypothesis value. \( A_{\text{inter}} \) is the routing matrix where each column represents a directed route between a cluster pair. \( Y(\text{Core}) \) is the set of loads on the core switches, \( Y_{\text{out}}(C) \) and \( Y_{\text{in}}(C) \) are the sets of out and in traffic of each cluster.

For the intra TM of cluster \( C_i \), the program can be formulated as

\[
\begin{align*}
\text{Minimize} & \quad ||X(C_i) - X^H(C_i)|| \\
\text{s.t.} & \quad A_{C_i} X(C_i) = [Y(\text{Agg}_{C_i}), Y(ToR_{C_i})]
\end{align*}
\]

where, \( X(C_i) \) consists of the set of directed traffic volumes exchanged by ToR switch pairs within cluster \( C_i \), the traffic from each ToR switch going out of \( C_i \), and the traffic entering each ToR switch in \( C_i \) from other clusters. \( X^H(C_i) \) is the corresponding hypothesis values. \( A_{C_i} \) is the routing matrix, where each column represents a directed route between two ToR switches within \( C_i \). Note that we denote a flow route from \( ToR_i \) going out of the cluster by a column that only contains the source \( ToR_i \) and the aggregation switches, and similarly with the flow entering \( ToR_i \) from other clusters. \( Y(\text{Agg}_{C_i}) \) is the set of loads on aggregation switches. \( Y(ToR_{C_i}) \) consists of total in and out traffic loads on ToR switches in \( C_i \), the total traffic entering in and going out of \( C_i \), and the total traffic exchanged intra \( C_i \).

\[ ||\cdot|| \] in Eqn. (17) and Eqn. (18) is the \( L_2 \) norm of the vector (i.e., the Euclidean distance).

VI. ADAPTIVE TM INFERENCE METHOD BASED ON LINEAR STATE-SPACE MODEL

The TM inference method based on coarse-grained traffic characteristics simply calculates a solution using the observations on current time slice. The historical observations and solutions would not be used once a new observation set arrives. However, motivated by the studies in [13] and [14], we found in our experiments that the traffic flows over multiple time periods also have a spatial and temporal structure as the flows in ISP networks. To leverage this characteristics of TM structure, we model the TM inference problem as a linear state-space network which always incorporates both historical and fresh observations. We then design an efficient adaptive inference algorithm based on the model to infer the TM with a spatio-temporal structure.

A. Modeling

The linear state-space network is defined as

\[
\begin{align*}
X(t+1) &= F \cdot X(t) + Q(t) \\
Y(t+1) &= A \cdot X(t) + V(t+1)
\end{align*}
\]

where \( F \) is a known matrix, correlating the state \( X(t+1) \) with its state on the last discrete time \( t \). \( Q \) is an i.i.d. Gaussian process with covariance matrix \( \sigma_Q \), indicating the uncertainty of the relationship. \( Y(t+1) \) is the set of observations on time \( t+1 \), which correlates \( X(t+1) \) by matrix \( A \). \( V \) is also an i.i.d. Gaussian process with covariance matrix \( \sigma_V \), representing the observation noise.

In our TM inference problem, we represent the inter (intra) traffic flow on each route as a state, and the switch loads together with the coarse-grained traffic of clusters as the observations. The state-space network for the TM inference problem is shown in Fig. 3, where \( X_i(t) \) denotes the traffic on the \( i^{th} \) route of inter (intra) networks, and \( Y_j(t) \) is the \( j^{th} \) observation. The arrow connecting \( X_i(t) \) and \( Y_j(t) \) means \( X_i(t) \) correlates the total traffic of \( Y_j(t) \). Our goal is to estimate the states of \( X_i(t) \sim X_n(t), \ t = 1, \ldots, T \), given the observations \( Y_j(t) \sim Y_m(t), \ t = 1, \ldots, T \), where \( n \) is the number of possible routes and \( m \) is the number of observations.

B. A Variant Kalman Filtering Algorithm

Kalman filter is one of the best inference algorithms for linear state-space network. It can achieve an optimal solution to (20) under the assumption that the probability density of the state at every time step is Gaussian. In our model, we assume traffic state \( X_i(t) \) follows a Gaussian distribution \( N(\mu_i(t), \sigma_i(t)) \). We treat \( \mu_i(t) \) as the estimation of state \( X_i(t) \), and \( \sigma_i(t) \) as the uncertainty on the estimation. In the rest of the paper, we use \( X_i(t) \) uniformly to represent both the state and its mean value. Obviously, the observation \( Y_j(t) \) follows a multivariate Gaussian distribution.

The Kalman filtering includes two steps: predict and update. The former predicts the states of traffic flows in the next
time slice based on their current states, and the latter updates the predicted states with the new observations. In our traffic inference method, we add a smooth step to the Kalman filter to adjust the states on preceding time slices using their new updated states in order to refine the TM structure. The relationship of the three steps are shown in Fig. 3.

1) Predict Step: In the first step, the states of traffic flows on the next time slice are calculated by
\[ X(t + 1) = FX(t) \]  
where \( F \) is the correlation among traffic flows on adjacent time slices. The diagonal elements of \( F \) indicate a temporal correlation within a single flow, while the off-diagonal elements capture the spatial correlation across different traffic flows.

Meanwhile, the covariance of the states is calculated by
\[ \sigma(t + 1) = [\sigma^2(t) + \sigma_\gamma^2(t)]^{1/2} \]  
where, \( Q(t) \) denotes the uncertainty about the matrix \( F \). In our experiments, we simply set \( F \) to a unit matrix and \( Q(t) \) with zero mean and relative large covariance, which presents a promising result.

2) Update Step: In this step, the states of flows will be updated using the new observations. To learn the gap between the states we expected and their ground truth, we first calculate the deviation between the observations we expected and their true values by
\[ I(t + 1) = Y(t + 1) - AX(t + 1) \]  
Here, \( I(t + 1) \) is called measurement innovation, which we can use to adjust the predicted state of traffic flows by
\[ X(t + 1) = X(t + 1) + K(t + 1)I(t + 1) \]  
where \( K(t + 1) \) is called Kalman gain matrix, which is chosen by minimizing the posteriori error covariance \( E(\hat{X}(t + 1) - X(t + 1)) \), where \( \hat{X}(t + 1) \) is the real states of the traffic flows.

Through some regular linear algebra steps, the Kalman gain \( K(t + 1) \) can be written as
\[ K(t + 1) = \frac{[\sigma^2(t + 1) + \sigma_\gamma^2(t + 1)]A^T}{[\sigma^2(t + 1)A^T + \sigma_\gamma^2(t + 1)]} \]  
where \( A^T \) is the transpose of \( A \). The physical meaning of the update step is that: we try to find an optimal state for the traffic flow, which is a tradeoff between the predicted state and the linear-equation constraints. If the uncertainty about the predicted state \( X \) is small enough, the Kalman filter will incline to the predicted state rather than the observation constraints, and vice versa. The filter keeps refining the uncertainty of the states by measuring the performance of their prediction.

In some cases, the Kalman gain matrix calculated by Eqn. (25) does not make any physical sense in our inference model, for substituting it into Eqn. (24) may lead to negative traffic volumes. Therefore, we modify (25) to a least square problem by
\[ \text{Minimize} \quad ||[\sigma^2(t + 1) + \sigma_\gamma^2(t + 1)]A^T - \sigma^2(t + 1)A^T||^2 \]  
\[ \text{s.t.} \quad K(t + 1)I(t + 1) > -X(t + 1) \]

The uncertainty of the states is updated by
\[ \sigma(t + 1) = \frac{[(I(t + 1) - K(t + 1)A)\sigma^2(t + 1)]^{1/2}}{2} \]  

3) Smooth Step: In the last step, we use the new updated states of traffic flows to smooth the preceding states backward. The smooth process is formulated as
\[ \hat{X}(t) = X(t) + J(t + 1)(X(t + 1) - F \cdot X(t)) \]  
Here, \( \hat{X}(t) \) represent the smoothed states of flows on the \( t \) time slice. Similar to \( K \), \( J \) is called Kalman smooth gain, which can be calculated by
\[ J(t + 1) = [\sigma^2(t) \cdot F^T] \cdot [F \cdot \sigma^2(t) \cdot F^T + \sigma_\gamma^2(t + 1)]^{-1} \]  
where, \( F^T \) is the transpose of \( F \).

We also modify Eqn. (29) to be a least square problem to eliminate the unreasonable results.
\[ \text{Minimize} \quad ||[\sigma^2(t + 1) \cdot F^T + \sigma_\gamma^2(t + 1)] - \sigma^2(t)F^T|| \]  
\[ \text{s.t.} \quad J(t + 1) \cdot [X(t + 1) - F \cdot X(t)] > -X(t) \]

The uncertainty of the states in last discrete time should also be refined by
\[ \hat{\sigma}(t) = \frac{[\sigma^2(t) + J(t + 1)(\sigma^2(t) - \sigma_\gamma^2(t + 1))]F^T(t + 1)]^{1/2}}{2} \]  
Consider the scalability of the method, we only smooth the flow states of the direct precursor rather than passing the smooth step back to the beginning. In practice, the effect of smooth operation becomes much weaker when it passes to the last but one discrete time.

The coarse traffic based method and the linear state-space based method are applicable to different network episodes. The former one is more appropriate for the network whose TM does not have an explicit structure, while the latter performs better in the opposite situation.

C. Algorithm Pseudocode

Algorithm 1 describes the adaptive TM inference algorithm based on linear state-space model (TMIBLS). We set the initial input states of traffic flows \( X(0) \) as the hypothesis of TM on the first time slice, which is calculated by the method described in Sec. V-A. The algorithm first predicts the state of \( X(t) \) based on \( X(t - 1) \), and then updates the state of \( X(t) \) by the observation \( Y(t) \). Finally, we perform the smooth backwards to the flow states \( X(t - 1) \) using their corresponding new states. Note that, algorithm 1 unifies both inter and intra TM inference by substituting the input parameters by the inter or intra TM parameters.

VII. SIMULATION

A. Experiment Setup

Topology: We adopt the conventional data center architecture [10] to conduct our experiments, although our methods are also applicable to other data center architectures such as Fat-Tree [11], VL2 [2] and so on. The topology is a medium scale data center with 32 ToR switches, 16 aggregation switches and
Algorithm 1 Adaptive TM Inference Algorithm Based on Linear State-space Model

1: procedure TMInference(X(0), Y(1 : k), A, F, σ(0), σQ(0), σV(0), T)
2:     for each t ∈ 1 : T do
3:         [X(t)] ← Predict(X(t − 1), σ(t − 1), σQ(t − 1))
4:         [X(t), σ(t)]
5:         ← Update(X(t), Y(t), σ(t), σV(t))
6:         [X(t − 1), σ(t − 1)]
7:         ← Smooth(X(t − 1), X(t), σ(t − 1), σ(t), σQ(t − 1))
8:     end for
9: end procedure

8 core switches. For a rack, there are 20 servers connecting to each ToR switch, where the link capacities are set to be 1Gbps. At the meantime, the capacities of the links between switches are also 1Gbps.

Traffic generation: We generate the traffic flows based on the study of the traffic characteristics of data center networks [7] [8] [9]. Specifically, we randomly select 1 ~ 10 server(s) under each ToR switch, and let them generate flows to all of other servers; the numbers of packets within the flows that go out of the cluster follow the distribution Log-Normal(4,1), while the numbers of packets for the flows exchanged within a cluster follow Log-Normal(10,1); the size of each packet is around 1400 bytes. We use TCP flows to simulate the real data center traffic since most of the data center traffic is TCP traffic [17]. For routing strategies, we use both ECMP (equal cost multiple path) and NLx-Vectors [18] (a source routing traffic engineering method which aims to decrease the link congestions). However, we found very little difference between the two routing strategies. Therefore, we only report the results for the prevailing ECMP strategy, and the weights of routes between two ends are set to be equal.

Data Collections: We record the total number of packets that enter and go out of each switch in the network every 5 minutes. We also record the total packets of flows on each route in the corresponding time periods as the ground truth.

B. Algorithms and Metrics

We implement our two TM inference algorithms: TMBCT and TMBLS, together with a recent representative TM inference algorithm—Sparsity Regularized Matrix Factorization (SRMF for short) [13] which leverages the Spatio-temporal structure of traffic flows, and utilizes the compressive sensing method to infer the missing data in TM by sparsity maximization. The TM inference problem that we aim to address is a special case that all elements in TM are missing. In our experiments, the SRMF algorithm can not provide a result in a limited time (more than 24 hours) when apply it directly to the data center tomography problem. For the number of columns of the origin routing matrix is more than 15000 while the number of its rows is only 56. Therefore, we apply all the three algorithms on the decomposed data center topology, and reconfigure the parameters of the TM inference problem based on Lemma IV.1.

We quantify the performance of the three algorithms from three aspects: The cumulative distribution of relative error (CDRE), the mean relative error (MRE), and the computing time.

The relative error (RE) is formulated as

\[ RE_i = \frac{|X_i - \hat{X}_i|}{X_i} \] (32)

Here \( X_i \) denotes the true TM element and \( \hat{X}_i \) is the corresponding estimated value. The cumulative distribution of relative error indicates the percentage of accurate results (or deviated results).

The mean relative error (MRE) introduced by [19] can be calculated by

\[ MRE = \frac{1}{N_c} \sum_{X_i > \varepsilon} \frac{|X_i - \hat{X}_i|}{X_i} \] (33)

The sum is taken over the flow volumes larger than a threshold \( \varepsilon \), and \( N_c \) is the number of elements that larger than \( \varepsilon \). In our experiments, we set \( \varepsilon \) to 10 packets, which can shield most minor flows that we do not concern, such as some small ACK flows. The algorithm’s MRE indicates the general deviation of the estimation from the ground truth.

For the computing time, we concern the time period from the time we input the inter and intra inference parameters to the algorithms, to the time they output their estimation for all TM elements. All three algorithms are implemented by Matlab (R2012a) on 6-core Intel Xeon CPU @2.93GHz, with 12GB of memory and the Mac OS X 10.6.5(10H574).

All the figures and tables below show results averaged over 10 runs.

C. Simulation Results

1) The Cumulative Distribution of Relative Error: Fig. 4 and Fig. 5 compare the CDRE of the three algorithms inferring the TMs with different numbers of time slices. From the figures we can see that both our two algorithms outperform SRMF on all kinds of networks. The promising results are partially due to our algorithms make use of the coarse-grained flow information obtained by Lemma IV.1. Such as TMBCT computes the hypothesis flow values based on the coarse-grained data on every time slice, and TMBLS utilizes the traffic information as its initial input.

From the figures, we can also find that the three algorithms perform differently in intra TM inference and inter TM inference: TMBLS and SRMF perform better in intra cluster inference than in inter inference, while TMBCT performs in the opposite way. This implies traffic exchanged within each cluster has a relatively explicit structure than the traffic exchanged inter clusters. And the inter TM inference problem may be more appropriate for gravity traffic model.

We can see from Fig. 5, when the number of time slices increases, the gap between SRMF and our two algorithms
becomes even larger. That is to say, the performance of SRMF degrades as TM elements expands, and it can not handle the large quantity of missing data well. TMBLS performs even better when TM gets larger, for the reason that it adaptively updates the old TM elements when new observation arrives, and it keeps refining the flow states and their uncertainty in order to make a reasonable tradeoff between the estimations and the observations. Thus as the time goes on, it could capture the spacial and temporal structure of traffic flows more accurately.

2) The Mean Relative Error: Fig. 6 compares the MRE of the three algorithms. From the two figures we can see that although TMBLS algorithm can accurately estimate most of the TM elements in some cases, its average accuracy fails to lead the two algorithms. That is to say a small part of TMBLS's results have a relative large deviation. However, the MRE of TMBLS is going to converge as the number of time slices increases. TMBCT has the best performance on MRE, as it always recomputes the hypothesis flow volumes using the new observations and the unbiased coarse-grained traffic information. Therefore, the results with large deviation could be adjusted timely when the new observations arrive. In Fig. 6(a), SRMF performs better at the beginning of the time period. However, its MRE tends to be larger as the time passes. For the reason that in data center network, the larger TM with more time slices may not as sparse as the corresponding smaller one. Therefore, the deviation between the sparsest TM and the ground truth TM becomes larger when time goes on. Moreover, the computing time of SRMF is also unacceptable in large TM inference, that is why we did not present the curve of SRMF in the long term period in Fig. 6(b).

3) Computing Time: Table I lists the computing times of the three algorithms. We can see from Table I, TMBCT finishes the inference much faster than the other two algorithms, and its computing time seems not be affected much by the TM scale. SRMF runs relatively faster when the scale of TM is small. However, its computing time increases sharply when TM becomes larger. When the number of time periods goes up to 100, SRMF cannot finish the inference within a day. Although TMBLS runs relatively slower at the beginning, its computing time grows linearly with the TM scale, which is one of the most valuable advantages of TMBLS. That is to say, TMBLS
can be applied to on-line TM inference problem, where it incorporates the new SNMP information and adjusts the direct precursor at each round. We could estimate from Table I that each round of updating (adjusting the last column and adding a new column) needs about 2 seconds and 1.3 seconds for inter TM inference and intra TMs inference, respectively. Therefore, although TMBLS requires 200.90 seconds to infer the inter TM over 100 time periods, actually it only takes 2 seconds to update the 99 time-period TM. On the contrary, SRMF algorithm can only be applied to the off-line inference problem as it needs to start over on each discrete time period.

It is notable that TMBLS and SRMF compute much faster in intra TM inference problem than in the inter counterpart, for the number of possible routes between all cluster pairs is much larger than their intra routes. Therefore, their speeds are correlative with the TM scale. However TMBCT performs exactly the opposite way, due to its speed only correlates with the total number of TM elements. And the total elements in intra TM over all clusters are much more than the elements in the inter TM. This also implies that decomposing the inference problem into several smaller one greatly helps the structure based methods to handle the problem.

VIII. Conclusion

In this paper we enabled the tomography based methods to handle the TM inference problem for data center networks from easy-collected SNMP data. We argued that the prevailing data center network topologies can be decomposed into several clusters. Hence the complexity of inference problem can be dramatically reduced. We also stated a lemma to demonstrate the coarse-grained traffic characteristic of each cluster can be calculated unbiasedly using the SNMP data. Two efficient algorithms were proposed to infer the structured and unstructured TMs, respectively. Through comparing our two algorithms with a recent representative TM inference method, the experimental results showed that our two algorithms outperform the former one in both accuracy and efficiency. Moreover, our methods can make the online inference through updating the TM elements on the last time period within a few seconds, while the former method requires hours to start over a new inference.
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TABLE I
The Computing Time of the Three Algorithms (Seconds)

<table>
<thead>
<tr>
<th>Number of time slices</th>
<th>inter TM</th>
<th>intra TM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>TMBCT</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>TMBLS</td>
<td>12.59</td>
<td>22.88</td>
</tr>
<tr>
<td></td>
<td>5.58</td>
<td>11.85</td>
</tr>
<tr>
<td>SRMF</td>
<td>45.79</td>
<td>176.84</td>
</tr>
<tr>
<td></td>
<td>2.02</td>
<td>26.45</td>
</tr>
</tbody>
</table>
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