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Abstract—Quality of Service provisioning in today’s overlay networks includes computing routes that simultaneously guarantee multiple QoS metrics like bandwidth, delay, jitter, and packet-loss rate. Lagrange relaxation-based aggregated cost (LARAC) algorithm is among the best centralized algorithms for finding a near optimal solution to the constrained shortest path (CSP) problem for the additive metrics. To take advantage of the LARAC algorithm, we transform the non-linear QoS routing problem into a linear integer programming problem by converting all constraints to additive. We then develop a multi-constrained version of the LARAC algorithm and use sub-gradient optimization to converge to a near optimal solution. As LARAC algorithm needs to solve the routing optimization problem separately for every source and destination pair, this significantly increases the total time complexity. We, therefore, modify the LARAC algorithm to destination-based QoS routing, LADEQ, to reduce the number of routing optimization problems solved. This also reduces the size of the forwarding tables. A trace-driven evaluation shows that as the network size is increased, the time taken by our algorithm, LADEQ, was significantly smaller than the state-of-the-art multi-constrained shortest path (MCSP) algorithms applied to all source and destination pairs.

Index Terms—QoS, routing, Lagrange, sub-gradient, integer programming, destination-based

I. INTRODUCTION

The Internet provides a best-effort service where the inter-domain routing is governed by business relationships rather than the needs of applications. Many applications and systems such as multimedia applications, smart grid systems and industrial systems require Quality of Service (QoS) which cannot be directly served by the Internet. Overlay networks has been an effective way to support QoS provisioning at the application layer [1]–[7]. The QoS requirements are generally expressed as the end-to-end bounds for single or multiple constraint metrics like delay, jitter, bandwidth and packet-loss rate [8].

A QoS routing problem for a single constraint is generally expressed as a constraint shortest path (CSP) problem. Minimizing a cost metric while keeping the value of a constrained metric within its bounds is called a CSP problem, which is known to be NP-hard. Lagrange relaxation-based aggregated cost (LARAC) [9] has been identified among the best central routing algorithms for finding an approximate solution to a constrained shortest path (CSP) problem [8]. LARAC relaxes the only side constraint into the objective function and then uses a single source shortest path algorithm to find the shortest path in a graph with modified costs. If the solution is not near to optimal, the costs are modified again using subgradient optimization [10] and the single source shortest path algorithm is run again to finally converge to a near optimal solution.

When we need to compute routes which simultaneously guarantee multiple additive QoS metrics, it has to be modeled as a multi-constrained shortest path (MCSP) problem. When the CSP problem has more than one constrained metric whose bound has to be met, it is called a MCSP problem, which is known to be NP-complete. To approximate the solution of the MCSP problem using LARAC, we need to define its multi-constrained version.

As LARAC algorithm needs to solve a multi-constrained shortest path (MCSP) separately for every source and destination pair and for every QoS policy, this significantly increases the total time complexity. Thus, we also need heuristics to reduce the computation time.

In this paper, we made the following contributions:
First, we transform the non-linear QoS routing problem into a linear integer programming problem by converting all constraints to additive. This was done so that we can take advantage of the LARAC algorithm. We then developed a multi-constrained version of the LARAC algorithm and used sub-gradient optimization to converge to a near-optimal solution.

Second, we develop a destination-based QoS routing to reduce the number of linear integer programming problems solved. This also reduced the size of the forwarding tables.

The paper is organized as follows. Section II summarizes the related work. In section III, we formulate the QoS routing problem. Section IV describes the multi-constrained version of the LARAC algorithm and the destination-based QoS routing. Results from a trace-based evaluation of LADEQ is presented in Section V. The paper ends with a conclusion and ideas for future work in Section VI.

II. RELATED WORK

Significant research has been done in solving the MCSP problem and its application in network routing optimization. A*Prune [11] solves the MCSP problem by assuming that there is a guess function available for the constraints and costs and the algorithm is made faster by pruning certain paths based on their projected constrained values. However, its run-time increases exponentially with network size and is much slower than the LARAC-based algorithms. A multi-constrained version of the LARAC algorithm, H_MCOP is proposed in [12] which searches in the direction of all constraints and cost simultaneously, but this approach does not always return a feasible solution if it exists [13]. MH_MCOP [13] finds a
closer solution to the optimal as compared to H_MCOP but it also does not always find a feasible solution if it exists [8].

In [14], the authors model the QoS routing problem as a multi-commodity flow problem which is decomposed to simpler constrained shortest path problems. They use the GEN-LARAC algorithm [15] to solve the constrained shortest path problem that satisfies all QoS constraints. The authors in [16] model the overlay routing problem as maximizing the Quality of Experience (QoE) instead of Quality of Service and performed Lagrange decomposition of their original problem. The subproblems are solved using Lagrange relaxation and sub-gradient optimization. They used k-shortest path algorithm to find shortest paths in their sub-problems. We also use a LARAC like algorithm to solve our multi-constrained shortest path sub-problems. However, the key difference is that we have developed a heuristic to reduce the number of multi-constrained shortest path sub-problems solved. This significantly reduced the time complexity of our routing algorithm.

III. PROBLEM FORMULATION

This section explains our system framework and the mathematical formulation of our QoS routing problem.

A. System Framework

Our overlay routing framework is depicted in Fig. 1. Several content servers are connected to remote end users using the existing overlay network. Instead of directly connecting the end users to the source, end users connect to an ingress software router placed in the cloud. The choice of the best ingress router for an end user must be connected to is handled by the DNS system. The connection between the routers are created using an Overlay tunnelling protocol. Each flow from an ingress router to an egress router is assigned a QoS policy. Each QoS policy is described as a list of bounds on the end-to-end latency, jitter, and packet-loss for a particular flow and the minimum bandwidth requirement of that flow. The overlay routers use a traffic measurement tool to regularly monitor the latency, jitter, packet-loss and bandwidth of its tunnelled links and report it to a centralized SDN controller. The SDN controller computes the least cost overlay path that meets all of the QoS constraints mentioned above to transfer the content from the content server to the end user.

B. Mathematical Formulation

We model the QoS routing problem as finding a route for a new flow in a network with existing flows such that the QoS requirements of both the new flow and the existing flows are maintained. Consider a network graph \( G = (V, E) \), where \( V \) is the set of overlay routers and \( E \) is the set of overlay tunnels. The row-vector of “costs” of the edges is denoted by \( c, c \in R^{E}_{+} \). The “cost” denotes the price for using a link to deliver traffic and is determined by business relationships. Let \( d, l, j \) and \( b, \{d,l,j,b\} \in R_{+} \), denote the bounds for latency, jitter, bandwidth, and packet loss probability respectively. Let \( D, J, B \) and \( L, \{D,J,B,L\} \in R_{+}^{E} \), denote the row-vectors of latency, jitter, bandwidth and packet loss probability of individual edges respectively. Given a source vertex \( s \in V \) and a destination vertex \( t \in V \), we want to find a path of minimum “cost” from \( s \) to \( t \) which satisfies all the QoS constraints. Let \( F \) denote the \( |V| \times |E| \) vertex-edge incidence matrix such that if \( e = (u,v) \), then \( F_{ue} = 1, F_{ve} = -1 \) and \( F_{we} = 0 \) for any \( w \neq u, v \). Let \( G, G \in R_{+}^{V} \), be a vector such that \( G_{s} = 1 \), \( G_{t} = -1 \) and \( G_{v} = 0 \) for all \( v \in V \setminus \{s, t\} \). Let \( x \) be a column-vector \( \{x_{1}, x_{2}, \ldots x_{|E|}\} \), \( x_{i} \in \{0, 1\} \) of decision variables where \( x_{i} = 1 \) if the edge \( i \) belongs to the final routing path and 0 otherwise. The QoS routing problem can be written as the following combinatorial problem.

\[
z = \min_{x \in \{0,1\}^{E}} c x \tag{1}
\]

s.t.

\[
F x = G \tag{1a}
\]

\[
D x \leq d \tag{1b}
\]

\[
\prod_{i=1}^{E} (1 - L_{i}) x_{i} \geq 1 - l \tag{1c}
\]

\[
J x \leq j \tag{1d}
\]

\[
\min_{i=1}^{E} (B_{i} x_{i}) \geq b \tag{1e}
\]

The constraint (1a) restricts the values of \( x \) to the all possible directed paths from \( s \) to \( t \). Constraints (1b) and (1d) ensures that the additive metrics (delay and jitter) of the paths are below their respective maximum bounds. Constraint (1c) checks if the product of success probability of the links of the paths is greater than the minimum bound on the success probability. Finally, the constraint (1e) limits the bottleneck bandwidth of the paths to be greater than the minimum bound on the bandwidth.

IV. QoS ROUTING ALGORITHM

In this section, we first describe our multi-constrained version of LARAC algorithm and sub-gradient optimization and then describe the modifications made to it to convert it into destination-based QoS routing algorithm.

A. Linear integer programming formulation

We transform the non-linear QoS routing problem into a linear integer programming problem by removing or transforming non-additive constraints. This was done to take advantage of the LARAC algorithm. We remove the concave constraint, bandwidth, by pre-processing the graph by pruning links that did not have sufficient bandwidth. The links were pruned
by setting the delay and jitter of those links to infinity and the packet loss probability to 1. We then convert the multiplicative constraint, packet success probability, into an additive constraint by taking the negative logarithm of the packet success probability of each link. Thus, our routing problem reduces to the following form:

\[ z = \min_{x \in \{0,1\}^{|E|}} c x \quad \text{s.t.} \quad \begin{align*}
F x &= G \\
D x &\leq d \\
L' x &\leq l' \\
J x &\leq j
\end{align*} \tag{2} \]

We get the row-vector \( L' \) by setting \( L'_e = -\log(1 - L_e) \) for all \( e \in E \). The constant \( l' \) is equal to \(-\log(1 - l)\).

### B. Lagrange relaxation

We relax all the inequality constraints 2b-2d, by introducing the amount of violation of these constraints and their corresponding Lagrange multipliers into the objective functions. Let \( \gamma_1, \gamma_2, \gamma_3 \in R_+ \) be the Lagrange multipliers for constraint 2b, 2c, 2d, respectively. Thus, our integer programming problem reduces to the following Lagrange dual problem.

\[ z_L = \max_{\gamma_1, \gamma_2, \gamma_3} LR(\gamma_1, \gamma_2, \gamma_3) \quad \text{s.t.} \quad \begin{align*}
\gamma_1, \gamma_2, \gamma_3 &\in R_+ \\
\end{align*} \tag{3a} \]

where \( LR(\gamma_1, \gamma_2, \gamma_3) \) is the Lagrangian dual function which is minimized subject to the non-dualized constraint.

\[ LR(\gamma_1, \gamma_2, \gamma_3) = \min_{x \in \{0,1\}^{|E|}} \left( cx + \gamma_1 (Dx - d) + \gamma_2 (L'x - l') + \gamma_3 (Jx - j) \right) \quad \text{s.t.} \quad \begin{align*}
F x &= G
\end{align*} \tag{4} \]

### C. Single source shortest path algorithm

The Lagrangian dual function 4 can be rearranged to the following form.

\[ LR(\gamma_1, \gamma_2, \gamma_3) = \min_{x \in \{0,1\}^{|E|}} \left( (c + \gamma_1 D + \gamma_2 L' + \gamma_3 J)x - \left( \gamma_1 d + \gamma_2 l' + \gamma_3 j \right) \right) \quad \text{s.t.} \quad \begin{align*}
F x &= G
\end{align*} \tag{5} \]

Since \( \gamma_1 d + \gamma_2 l' + \gamma_3 j \) is a constant, the value of \( x \) corresponding to the optimal solution of the Lagrangian dual function 5 is equal to that of Lagrangian dual function 6, which is turn, is equivalent to the shortest path between \( s \) and \( t \) with the cost of the links given by the vector \( c + \gamma_1 D + \gamma_2 L' + \gamma_3 J \).

\[ LR(\gamma_1, \gamma_2, \gamma_3) = \min_{x \in \{0,1\}^{|E|}} \left( (c + \gamma_1 D + \gamma_2 L' + \gamma_3 J)x \right) \quad \text{s.t.} \quad \begin{align*}
F x &= G
\end{align*} \tag{6} \]

We can use the fast single source shortest path implementations like Fibonacci based Dijkstra which has a time complexity of \( O(E + V \log V) \) or can use an even faster algorithm like A* algorithm to find the shortest path between the given pair of nodes.

**Algorithm 1** LADEQ: Destination based QoS routing

**Procedure** ROUTING(V, E, t, c, D, B, L, J, d, b, l, j)

1: \( M = \phi \)
2: \( E' = ReverseLink(E) \)
3: \( S = BFS(V, E', t) \)
4: while \( M != V \) do
5: \( \gamma_1 = 2, \gamma_2 = 2, \gamma_3 = 2 \)
6: \( s = S.pop() \)
7: for \( k \leftarrow 1 \) to iterations do
8: \( X_{LR} = Dijkstra(s, c + \gamma_1 D + \gamma_2 L' + \gamma_3 J) \)
9: get shortest path from \( s \) to \( t \), \( x_{st} \), from \( X_{LR} \)
10: if \( D_{x_{st}} \leq d \) and \( L_{x_{st}} \leq l \) and \( J_{x_{st}} \leq j \) then
11: if \( (\gamma_1 = 0 \) or \( D_{x_{st}} - d = 0 \)) and \( (\gamma_2 = 0 \) or \( L_{x_{st}} - l' = 0 \)) and \( (\gamma_3 = 0 \) or \( J_{x_{st}} - j = 0 \)) then
12: break
13: else
14: \( UB = c_{x_{st}} \)
15: end if
16: end if
17: if \( UB == null \) then
18: \( UB = c_{max}[|E|] \)
19: end if
20: \( LB = c_{x_{st}} + \gamma_1 (D_{x_{st}} - d) + \gamma_2 (L'_{x_{st}} - l') + \gamma_3 (J_{x_{st}} - j) \)
21: \( \theta = \frac{UB - LB}{D_{x_{st}} - d + L'_{x_{st}} - l' + J_{x_{st}} - j} \)
22: \( \gamma_1 = \max(0, \gamma_1 + \theta \times (D_{x_{st}} - d)) \)
23: \( \gamma_2 = \max(0, \gamma_2 + \theta \times (L'_{x_{st}} - l')) \)
24: \( \gamma_3 = \max(0, \gamma_3 + \theta \times (J_{x_{st}} - j)) \)
25: end for
26: \( M = M \cup nodes(x_{st}) \)
27: end while
28: reset \( D, L, J \)

**end procedure**

### D. Sub-gradient optimization

We explore the solution space of the dual problem using a sub-gradient descent algorithm [10]. Initially, we compute a solution to the Lagrange dual problem and if the solution was feasible for the original problem, we choose the cost of the feasible path as the upper bound for our sub-gradient descent algorithm. If it was not feasible, we initialize it to the product of the number of edges in the graph and the maximum cost among all edges. As we find a feasible path while iterating, we update the upper bound with the cost of that feasible path (Lines 14-18, Algorithm 1). We use the following standard theorem to test whether the solution of Lagrangian
dual function is optimal for original problem or not (Lines 10-11, Algorithm 1).

**Theorem 1.** A solution \( x_{st} \) to a Lagrangean minimization program is optimal for the original problem only if:

(a) \( x_{st} \) is feasible for the original problem

(b) \( cx_{st} \equiv [cx_{st} + \gamma_1(Dx_{st} - d) + \gamma_2(Lx_{st} - l') + \gamma_3(Jx_{st} - j)] \)

i.e. \( \gamma_1(Dx_{st} - d) + \gamma_2(Lx_{st} - l') + \gamma_3(Jx_{st} - j) = 0 \)

We initialized all the Lagrange multipliers to 2. The subgradients for the relaxed constraints 2b, 2c and 2d are \((Dx_{st} - d), (Lx_{st} - l')\) and \((Jx_{st} - j)\) respectively.

Our scalar step size \( \theta \) is given by

\[
\theta = \frac{UB - LB}{(Dx_{st} - d)^2 + (Lx_{st} - l')^2 + (Jx_{st} - j)^2}. \tag{7}
\]

The step size depends upon the difference between the current upper bound (UB) and the current lower bound (LB) with \((Dx_{st} - d)^2 + (Lx_{st} - l')^2 + (Jx_{st} - j)^2\) being the scaling factor. The Lagrange multipliers are updated in lines 22-24 of Algorithm 1 and the Lagrange dual function is solved again with this new set of multipliers. The algorithm is terminated if it runs a predefined number of iterations or it meets the optimality condition in Theorem 1.

Fig. 2: Destination-based QoS DAG for the destination R5 and the QoS policy (55,18) for a network of bi-directed links.

**E. QoS Directed Acyclic Graph**

A simple tree structure cannot serve as a routing Directed Acyclic Graph (DAG) that meets all the QoS contraints.

For example, consider the network graph in Fig. 2, where the pair of values on each link represents the latency and jitter of the corresponding bi-directed link. The units are in milliseconds. We have considered only 2 additive constraints for simplicity but this will implicitly hold for more than 2 additive constraints. Suppose we need to compute feasible routes towards the destination router R5, which have a maximum end-to-end one way latency of 55ms and the maximum end-to-end one way jitter of 18ms, from every other router. Then, the only feasible path from router R1 to R5 is \( R1 \rightarrow R2 \rightarrow R4 \rightarrow R5 \) while the only feasible path from router R6 to R5 is \( R6 \rightarrow R2 \rightarrow R3 \rightarrow R5 \). Thus, the packets arriving at R2 from R1 should be forwarded to R4 and packets from R6 should be forwarded to R3 to meet the QoS requirements. This indicates that there is no routing tree for each destination router and policy that meets all the QoS constraints. In other words, to properly forward the packets, we will have to use source IP address, destination IP address and policy ID as the key in the forwarding tables or define a new key.

**F. Forwarding tables**

We need to store some extra information in the forwarding tables that removes the need of the source IP address in the key. We replace the source IP address with a key for each of the additive constraints 2b-2d. The new keys added denote the maximum permissible amount of delay or jitter or packet loss the packets can go through when it arrives at that router to become eligible to be forwarded to the corresponding next hop. For example, the forwarding table for router R2 corresponding to the DAG in Figure 2 (b) is shown in Table I.

<table>
<thead>
<tr>
<th>Policy</th>
<th>Destination</th>
<th>Maximum elapsed latency</th>
<th>Maximum elapsed jitter</th>
<th>Next hop</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R5</td>
<td>5</td>
<td>14</td>
<td>R3</td>
</tr>
<tr>
<td>1</td>
<td>R5</td>
<td>20</td>
<td>8</td>
<td>R4</td>
</tr>
<tr>
<td>2</td>
<td>R5</td>
<td>∞</td>
<td>∞</td>
<td>R3</td>
</tr>
</tbody>
</table>

Table I denotes a few of the forwarding entries for the routing DAG shown in Figure 2 (b). For Policy 1, we have a maximum tolerable latency of 55 ms and jitter of 18ms and the latency and jitter along the path, \( R2 \rightarrow R3 \rightarrow R5 \), is 50ms and 4ms, respectively. Thus, if the maximum permissible latency and jitter that a packet had gone through before reaching router R2 is 5ms (55-50) and 14ms (18-4) respectively, then the packet can be forwarded to router R3. This corresponds to the first entry in the forwarding table (Table I). Similarly, we generate other forwarding entries for other feasible routes generated by Algorithm 3 and passing through router R2.

For the given example, the encapsulated overlay packets carry two additional values in their overlay headers: the latency and jitter elapsed since they left the source. At each router, that information is updated by adding the latency and jitter of the outgoing link to those values respectively. If a packet that is ingress-ed through R1 reaches R2, these two values will be 10 and 8, respectively. When we do a comparison of these two values to the entries in the forwarding table of R2, we find that only an entry that is valid for it is the second one. Similarly, only the 1st entry matches the packet which ingress-ed from R6 and reached R2. Thus, we can see that the destination router, policy ID and the amount of each additive metric spent by a packet before reaching a router can properly forward the packets. If none of the entry matches, then the packet takes a default route which generally happens during routing updates and failures. The third entry in Table I is a default entry for packets destined to router R5 and having policy ID 1. The default rule has its maximum elapsed latency and maximum elapsed jitter set to a very large number so that all related packets match that entry. LADEQ generates lesser forwarding entries compared to source-destination based routing because it only generates entries equal to number of outgoing routes for a particular policy.

**G. Generating destination-based DAG**

This section describes how we generate the destination-based directed acyclic graph (DAG) for a particular destination router and policy.
We observe that any feasible route from an ingress router to an egress router also contains within it the feasible routes from the intermediary routers to the same egress router. Thus, computing feasible routes from a subset of nodes to the destination router will cover all the nodes in the graph.

To reduce those subset of nodes, we developed the following approach. We first reverse all the links in the original graph and then performed breadth-first search (BFS) starting from the destination router (Lines 2-3 of Algorithm 1). Using BFS, the nodes are stored in the decreasing order of their hop distance from the destination router. In this order, we solve the MCSP problem between other routers and the destination router. This is because the farther a router is from the destination router, a feasible route from such router will contain feasible routes for much more intermediary nodes. Finally, we check if all the routers in the graph are covered (line 4 and 26, Algorithm 1) and if it is, we terminate the algorithm. This reduces the route computation time for the LADEQ algorithm.

V. Evaluation

We perform a trace-driven evaluation of the LADEQ routing algorithm to determine its scalability and the optimality. We use traces from a real overlay network of a global communications technology solutions provider. The QoS routing algorithm is written in Python using fast libraries like Dijikstar and the traces were provided as a CSV input file to the Python program.

We use a 24 hour trace which contained the latency, jitter, packet loss and bandwidth of the overlay links connecting the service routers. The traces used for our experimentation were available for every 30 seconds. We used QoS requirements of 10 different kinds of user-applications to evaluate the algorithms. As an example, the QoS requirement used for HD1080, 30 fps video conferencing was (150ms, 30ms, 10Mbps, 0.5%). The tuple is in the format (maximum latency bound, maximum jitter bound, minimum bandwidth requirement, maximum packet loss). Thus, our plots are generated based on the average value of 28,800 \((24 \times 60 \times 2 \times 10)\) instances of data points. Table II gives the mean and standard deviation of latency, jitter, packet loss and bandwidth values of the network links over the period of 24 hours. The topology of the overlay network consisted of service routers spread across multiple data centers world wide. The traces were available for different sizes of the overlay network and for different topologies like partial mesh, star, ring and tree.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>delay (ms)</td>
<td>25.35</td>
<td>7.27</td>
</tr>
<tr>
<td>jitter (ms)</td>
<td>11.35</td>
<td>4.75</td>
</tr>
<tr>
<td>bandwidth(Mbps)</td>
<td>80</td>
<td>10.35</td>
</tr>
<tr>
<td>packet loss(%)</td>
<td>0.4</td>
<td>0.35</td>
</tr>
</tbody>
</table>

We use these traces to evaluate the scalability and optimality of LADEQ compared to other state-of-the-art multi-constrained shortest path (MCSP) algorithms, A* Prune [11], H_MCOP [12] and MH_MCOP [13].

We measure four performance characteristics:

- **Route Computation Time**: This includes generating the routes for all the destination routers and policies as well as generating forwarding tables for the service routers using these routes.

- **Cost Deviation**: Cost deviation denotes the percentage deviation of the cost of the approximate solution from the cost of the solution returned by A*Prune which is optimal.

- **Percentage Reduction in Forwarding Entries**: This denotes the reduction in forwarding entries compared to those generated by source-destination-based routing algorithms such as A*Prune, H_MCOP and MH_MCOP.

- **Relative percentage difference**: This is a measure of the relative difference between the QoS of the paths found and the maximum QoS bound. It is computed using the formula \((\text{QoS}_{\text{bound}} - \text{path}_{\text{QoS}}) / \text{QoS}_{\text{bound}} \times 100\).
The time complexity of LADEQ was reduced at the cost of the optimality of the solution and thus H_MCOP and MH_MCOP perform better in terms of optimality (Fig. 4). However, unlike H_MCOP and MH_MCOP, LADEQ always returns a feasible route if it exists. If a small increase in cost of overlay links is not a major concern for overlay providers and they want a quickly adaptive route computation algorithm for a network with fast changing traffic, then the LADEQ algorithm would be highly helpful.

LADEQ computes the routes faster in the ring, tree, and mesh topology but not in star topology (Fig. 5). This is because the star topology does not benefit from our heuristic of a feasible route between two routers covering the feasible routes of many intermediary routers.

Fig. 6 demonstrates that LADEQ results in a significant reduction in size of forwarding tables compared to source-destination-based routing algorithms as network size grows. This is because we have replace the source IP address in the key of the forwarding entries with the maximum elapsed constraint values.

Fig. 7 shows the comparison of LADEQ and A*Prune in terms of relative percentage difference of the delay QoS metric. We do not use H_MCOP and MH_MCOP because they do not always generate a feasible path. We can observe that as the network size increases, the relative percentage difference of LADEQ increases faster than that of the A*Prune. This is because the feasible paths from some nodes to a destination node are contained in a feasible path from one of the nodes to the destination node.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have formulated a non-linear integer QoS routing problem for overlay networks, which is then converted to a linear integer programming problem to take advantage of a LARAC algorithm. We have developed a multi-constrained version of a LARAC algorithm and applied sub-gradient optimization to converge to a near optimal solution. We have also developed a heuristic to reduce the number of linear integer programming problems solved by modifying our algorithm to destination-based QoS routing. A trace-based evaluation shows that our algorithm, LADEQ, achieves lower route computation time and a reduction in the forwarding table size.

To implement LADEQ algorithm in a real overlay network, the routers should support the comparison and the addition operations on packet header fields along with the capabilities of OpenFlow switches [17], [18]. LADEQ algorithm can be prototyped using P4-NetFPGA switches [19]–[21] to evaluate its performance in a real test-bed. The routing algorithm should also compute the backup next hops in case some overlay link is down. This can be done by generating destination-based directed acyclic graphs (DAGs) which are completely or partially disjoint from the primary DAG.
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