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Abstract—The automation of system management has been expanding, and there has been interest lately in an automated workflow generation that automatically generates the workflows of system updates. However, because these automation technologies operate under the assumption that systems work in accordance with their underlying system model, they are not good at handling unexpected behaviors of target systems.

In this paper, we propose a way to incorporate unexpected handling into our declarative system update mechanism by automatically generating a “recovery workflow” to roll back a target system in the event of abnormal system stops. We evaluate our tool through a practical three-tier architecture system operating a simple Web service, and found that our method can complete generation of a recovery workflow in one second, and roll back the system from all system states.

Index Terms—provisioning automation; declarative; ai planning; change management; system rollback; model-driven management; fault management

I. INTRODUCTION

System update automation has been developed to release system operators from complicated manual jobs during operation. Declarative system update [1], [2], [3] is one of the approaches for system update automation. The tools that adopt this approach (e.g., Puppet [4] and Ansible [5]) receive the desired state of a managed system from system operators, generate a change plan from the current state to the desired state automatically, and apply the change plan to the managed system. Declarative system update enables system operators to update systems in an intuitive and direct manner by allowing them to focus on the goal of system updates without having to worry about the actual update process.

However, model-based approaches have an essential weakness to abnormal behaviors. In most cases, generated change plans aren’t designed to address exceptional behaviors (e.g., physical hazards). Because generated change plans is guaranteed to be correct only under the assumption that managed systems will behave according to the models, abnormal incidents will cause an abnormal termination, or other unexpected behaviors.

In order to address abnormal system behaviors, we need to prepare extra change plans to restore a managed system from all abnormal system states. However, it is inefficient to individually prepare plans for each abnormal state in advance, because it often takes a long time and a large amount of memory to generate and store all plans for restoration.

In this work, we presented a way to incorporate rollback supports into our declarative system update tool by generating a recovery workflow to roll back target systems from error states to the initial state. Our proposed tool prepares recovery workflows for all abnormal states in advance, even if the workflow for an update is partially ordered and has many possible abnormal states. Our proposed tool doesn’t compute recovery workflows individually but rather integrates information for recovery from all abnormal states, which we call a recovery scheme. When a system update halts abnormally, our tool generates a recovery workflow by combining the recovery scheme with the executed tasks in the workflow.

In Section II, we provide an overview of our declarative system update tool and the proposed tool incorporated with rollback support. In Section III, we introduce system and workflow models. In Section IV-VII, we describe the technical details of rollback support. In Section VIII, we evaluate our tools through a realistic case scenario. In Section IX, we discuss related work. We conclude in Section X with a brief summary.

II. OVERVIEW

Figure II.1 shows our declarative system update tool proposed in an earlier work [6], [3], which consists of the
following four components. (1) Compiler converts from a human-editable system model to a finer-grained system model. (2) Comparator compares current and desired states of systems, and generates planning problem instances whose solutions are workflows of system update. (3) Planner generates a workflow of system updates by solving the planning instance. (4) Executor executes the workflow generated by the planner and updates the target system.

Figure II.2 shows a part of our declarative system update tool supporting automated system rollback. We add two components to our tool: (5) Recovery planner prepares a recovery scheme, which is information of recoveries for all errors during updates, and the execution order of the workflow updates for recovery procedure. (6) Troubleshooter receives executed tasks from the executor and then immediately builds a recovery workflow using the recovery scheme.

As Figure II.2 shows, the declarative system update with recovery follows a normal procedure with steps N1,... for update and follows a recovery procedure with steps R1,... for rollback. The normal procedure runs as follows: (N1) the planner generates a workflow \( \mathcal{W} \), (N2) the recovery planner generates a recovery scheme and (N3) updates \( \mathcal{W} \), and (N4) the executor executes \( \mathcal{W} \).

When a system update stops abnormally in Step N4, the recovery procedure runs as follows: (R1) the executor detects abnormal stops, (R2) the troubleshooter receives an error trace \( f_{\text{err}} \), and (R3) generates a recovery workflow \( \mathcal{R}_{\text{err}} \), and (R4) the executor executes \( \mathcal{R}_{\text{err}} \).

III. SYSTEM MODEL AND WORKFLOW MODEL

First, we introduce our model of systems (cf. [3]). We first introduce system components and dependencies. System components are modeled by a finite set of their states and transitions. A system component \( e \) has its current state and moves to another state by its transition. When a transition \( \tau \) transits \( e \)'s current state “\( a \)” to another state “\( b \)”, \( \tau \) is denoted as “\( e : a \rightarrow b \)”. A dependency is a condition for executing a transition \( \tau \), denoted as \( \{e_1 : S_1, \ldots, e_k : S_k\} \); each \( e_i \) is a system component and \( S_i \) is a nonempty proper subset of states of \( e_i \). This means \( \tau \) can be executed only when \( e_i \)'s current state is in \( S_i \) for all \( e_i \).

**Definition III.1 (System).** A system \( S \) is defined as a set of system components. A state \( \sigma \) of a system \( \{e_1, \ldots, e_k\} \) is defined as a mapping from each element to its state, which is denoted by \( \{e_1 : s_1, \ldots, e_k : s_k\} \).

**Example III.1.** Figure III.1 shows a system \( S_{\text{expl}} \). As shown in the upper part of Figure III.1, \( S_{\text{expl}} \) includes six system components \( A, B, \ldots, F \), which are shown as rectangles containing labeled circles and arrows representing the states and transitions, respectively.

The table in the lower part of Figure III.1 shows all dependencies in \( S_{\text{expl}} \). For example, “\( B : s_B2 \rightarrow s_B1 \)” has a dependency \( \{A : \{s_{A2}, s_{A3}\}\} \).

Next, we define workflow for system update. First, we introduce the notion of tasks to distinguish the same transition occurred in system update twice or more.

**Definition III.2 (Task).** A task \( t = \tau_i \) is a transition \( \tau \) indexed by a natural number \( i \), \( i = 0, 1, 2, \ldots \)

When \( \tau \) is \( e \)'s transition, \( t \) is called an \( e \)-task.

When \( t = \tau_i \) and \( \tau \)'s dependency is \( \{e_1 : S_1, \ldots, e_n : S_n\} \), we use the following notation: (1) “\( \text{tgt}(t) \)” is the target state of \( \tau \) and (2) “\( \text{D}(t, e_i) \)” is the states \( S_i \).
denote this state by $\sigma$

Figure III.2 shows a workflow $W_{\text{expl}}$ of $S_{\text{expl}}$

Then, we can define system update from a state $\sigma$ by transitions of system components as follows.

**Definition III.3 (System update).** An $e$-task $t = \tau_i$ is said to be executable at $\sigma$ when $\tau$ is executable at $\sigma$.

When $t$ is executable at $\sigma$, we define the “updated” state $(\sigma \uparrow t)$ as follows; (1) $(\sigma \uparrow t)(e) = \tau(t)$ and (2) $(\sigma \uparrow t)(e') = \sigma(e')$ for all $e' \neq e$.

When $((\sigma \uparrow t_1) \uparrow t_2) \ldots \uparrow t_n$ can be defined, we denote this state by $\sigma \uparrow t_1 \uparrow t_2 \ldots \uparrow t_n$, and the sequence $(t_1, t_2, \ldots, t_n)$ is said to be executable at $\sigma$.

Finally, we define the workflow as a partially ordered set of tasks, and the executability of a workflow as that all topological sorting of the workflow is executable.$^1$

**Definition III.4 (Workflow).** An ordered set $W = (T, \rightarrow_W)$ is said to be a workflow of $S$ when $T$ is a set of tasks of $S$ and $\rightarrow_W$ is a partial order on $T$.

$W$ is said to be executable at $\sigma$ when all topological sorting of $W$ is executable at $\sigma$. Then, $\sigma$ updated by $W$ is denoted by $\sigma \downarrow W$.

When a sequence $(t_1, \ldots, t_n)$ is a prefix of a topological sorting of $W$, we call it a trace on $W$.

**Example III.2.** Figure III.2 shows a workflow $W_{\text{expl}}$ of $S_{\text{expl}}$ that consists of five tasks $t_A, \ldots, t_E$ represented by rectangles. Arrows in Figure III.2 specify execution order. That is, an arrow from $t_C$ to $t_E$ means that $t_E$ can be executed after the execution of $t_C$. For example, $(t_B, t_A, t_C, t_D, t_E)$ is one of the trace from $\sigma_{\text{expl}}$.

The workflow $W_{\text{expl}}$ is executable at $\sigma_{\text{expl}} = \{A : s_{A1}, B : s_{B1}, C : s_{C1}, D : s_{D1}, E : s_{E1}, F : s_{F1}\}$.

**IV. REVERSING WORKFLOW FOR ROLLBACK**

Suppose that we plan to update system $S$ from $\sigma$ by a workflow $W = (T, \rightarrow_W)$. In this section, we discuss how to plan “recovery workflow” for all traces of $W$.

**A. Reversed workflow**

As stated in Section I, planning recovery workflows for all traces often requires an unrealistically large amount of time and memory for computing and storing the workflows. So we apply the rollback technique by invoking reversing operations [7], which perform undo tasks corresponding to executed tasks in a workflow. That is, we build a reversed workflow as follows.

**Definition IV.1.** When $\tau_i$ is a task, a task $\tau_i^{-1}$ is defined as $(\tau^{-1})_i$ and called the reversed task of $\tau_i$.

A reversed workflow of $W = (T, \rightarrow_W)$ can be defined as $W^{-1} = \{(T^{-1}, \rightarrow_{W^{-1}})\}$ where $T^{-1} = \{t^{-1} | t \in T\}$ and $\rightarrow_{W^{-1}} = \{(t_1^{-1}, t_2^{-1}) | (t_1, t_2) \in \rightarrow_W\}$.

If $W^{-1}$ is executable, for a trace $t_{\text{err}}$, $W^{-1}$ can roll $S$ back from $\sigma \downarrow t_{\text{err}}$ by only executing the part of $W^{-1}$ restricted to reversed tasks of $t_{\text{err}}$. We denote the restricted $W^{-1}$ to reversed $t_{\text{err}}$ by $W^{-1}|_{t_{\text{err}}}$.

**B. Rollback for irreversible tasks**

Unfortunately, $W^{-1}$ is, in most cases, not executable. Namely, some tasks aren’t inversely executable in $W^{-1}$.

In this paper, we focus on reversibility of tasks.

**Definition IV.2 (Reversibility).** A task $t$ is said to be irreversible on $W$ if for all traces $(t_1, \ldots, t_k, t)$ on $W$, $t^{-1}$ is executable at $\sigma$.

Intuitively, when $t$ is irreversible, $t^{-1}$ is executable at all states immediately after $t$ is executed.

**Example IV.1.** All tasks in $W_{\text{expl}}$ are irreversible.

Note that $t_A$ can be rolled back before execution of $t_B$, $t_A$, and $t_C$ can be rolled back after execution of $t_A$, but $t_D$ and $t_E$ cannot be executed in any execution.

The recovery planner addresses these irreversible tasks by two processes — reordering and backward planning. In reordering process, the recovery planner makes some irreversible tasks reversible by changing the execution order of $W$. In backward planning process, the recovery planner plans workflows from states after execution of remaining irreversible tasks to states before it.

**V. REORDERING TO MAXIMIZE REVERSIBILITY**

The term “reordering” [8] refers modifications to change ordering relations in workflows. Formally, a reordered workflow of $(T, \rightarrow)$ is defined as a workflow $(T, \rightarrow')$. Suppose that we obtain an executable workflow $W = (T, \rightarrow_W)$, and some tasks in $T$ are irreversible. Our goal is to maximize the number of reversible tasks in $T$ by reordering $W$.

We were inspired by Muise et al.’s studies [9] and adopted the reordering technique based on partial maximum satisfiability problem (partial Max-SAT). Partial
Max-SAT is the problem given by a set of variables and two sets of formulae called hard clauses and soft clauses and determining assignments true or false to the variables such that all hard clauses and the maximum number of soft clauses evaluate true. For example, when \((A \land C) \lor B \land B \Rightarrow \neg (C)\) are given as hard clauses and \(A, B, C\) as soft clauses, the assignment \((A, B, C) = (true, false, true)\) is a solution.

We can encode the problem that maximizing the number of reversible tasks in a given workflow as a partial Max-SAT problem. First, we encode the validity of an executable workflow and the compatibility with the original workflow as hard clauses. Second, we encode the reversibility of tasks as soft clauses.

We introduce the notion of backward support to encode reversibility of tasks. For brevity, we discuss a task \(t\) such that \(t^{-1}\)'s dependency is \(\{e : \{s_e\}\}\). In order to guarantee reversibility of \(t\), we need to ensure that \(e\)'s current state is \(s_e\) immediately after execution of \(t\). Specifically, either of the following two conditions needs to be satisfied: (1) the last \(e\)-task executed before execution of \(t\) is \(t_e = (e : \_ \rightarrow s_e)\). (2) \(\sigma(e) = s_e\) holds and no \(e\)-task executed before execution of \(t\). Additionally, we can integrate the conditions (1) and (2) into (1) by adding “imaginary” task \(t_{(\sigma,e)} = (e : \_ \rightarrow \sigma(e))\), which are executed before any other tasks in \(W\). We denote \(T\) with tasks \(t_{(\sigma,e)}\) for all \(e\) as \(\hat{T}\). When \(t_e\) is satisfied, \(t_e\) is said to be backwardly supporting \(t\).

We introduce three variables, \(\kappa, \beta, \theta\), and \(\kappa\), as follows:

- For all \(t_1, t_2 \in \hat{T}\), \(\kappa(t_1, t_2)\) indicates \(t_1\) executes before \(t_2\).
- For all \(t_1 \in \hat{T}, t_2 \in T\), such that \(t_2\) has its reversed task \(t_2^{-1}\) and \(tgt(t_1) \in D(t_2^{-1}, e)\), \(\beta(t_1, t_2)\) indicates \(t_1\) backwardly supports \(t_2\).
- For all \(t \in T\), such that \(t\) has its reversed task \(t^{-1}\), \(\theta(t)\) indicates \(t\) is reversible in \(W\).

An assignment to \(\kappa\) induces a binary relation over \(T\). We denote it \(\rightarrow_\kappa\). As explained in detail later, we strengthen the ordering \(\rightarrow_\kappa\) for \(\rightarrow_\kappa\) so that the number of reversible tasks is maximized. Then, we formalize the conditions for that \((T, \rightarrow_\kappa)\) is executable, \(\rightarrow_\kappa\) is a subset of \(\rightarrow_\kappa\), and \(\theta(t)\) indicates \(t\)'s reversibility.

First, we define formulae that ensure the relation \(\rightarrow_\kappa\) is partial ordering compatible with \(\rightarrow_\kappa\) as follows:

1. \(\rightarrow_\kappa(t, t)\)
2. \(\kappa(t_1, t_2) \land \kappa(t_2, t_3) \Rightarrow \kappa(t_1, t_3)\)
3. \(\neg \kappa(t_2, t_1), (\forall t_1, t_2 \in T, \text{ s.t. } t_1 \rightarrow_\kappa t_2)\)

Second, we add the conditions of the property of \(t_{(\sigma,e)}\):

4. \(\neg \kappa(t, t_{(\sigma,e)}) \land \kappa(t_{(\sigma,e)}, t)\)
5. \(\beta(t_1, t_2) \Rightarrow \kappa(t_1, t_2) \land \kappa(t_2, t_1)\)
6. \(\theta(t)\)

Third, we define formulae that ensure variables \(\beta(t_1, t_2)\) correctly indicate that \(t_1\) \((t_2)\) reversible in \(\kappa\) as follows:

7. \(\beta(t_1, t_2) \Rightarrow \kappa(t_1, t_2) \land \kappa(t_2, t_1)\)
8. \(\theta(t_1) \Rightarrow \kappa(t_1, t_{(\sigma,e)}) \land \beta(t_{(\sigma,e)}, t_1)\)
9. \(\theta(t) \Rightarrow \kappa(t, t_{(\sigma,e)}) \land \beta(t_{(\sigma,e)}, t)\)

Finally, we define a formula that ensures variables \(\theta\) correctly indicate that reversibility of tasks.

### Example VI.1. After Step 1 for \(W_{\text{expl}}\), the formulae (5) and (6) for \(t_A, t_B\) and \(t_C\) are obtained as follows:

\[
\beta(t_{(\sigma,e), E}, t_A) \Rightarrow \kappa(t_E, t_{(\sigma,e), E}) \land \beta(t_{(\sigma,e), E}, t_A) \land \kappa(t_A, t_B) \land \beta(t_B, t_{(\sigma,e), E}, t_A)
\]

\[
\theta(t_A) \Rightarrow \kappa(t_A, t_{(\sigma,e), E}) \land \beta(t_{(\sigma,e), E}, t_A) \land \kappa(t_A, t_B) \land \beta(t_B, t_{(\sigma,e), E}) \land \beta(t_{(\sigma,e), E}, t_A)
\]

### VI. Backward Planning

Even after the reordering process, some tasks are left irreversible. In this section, we denote these irreversible tasks by \(I_W\), and discuss a method to roll them back.
A. Plan workflows for rolling back irreversible tasks

In backward planning process, the recovery planner plans reversing workflows for each \( t_1 \in T_W \) to roll \( S \) back to the state before executing \( t_1 \). However, the recovery planner cannot plan reversing workflows in the same way as the planner planning \( W \), because the \( S \)'s state after execution of \( t_1 \) isn’t determined uniquely. For example, in Example VI.1, \( D \)'s state can be either \( s_{D1} \) or \( s_{D2} \) after execution of \( t_E \). Thus, we focus on a part of \( S \), whose state can be uniquely determined immediately after execution of \( t_1 \), and then plan a reversing workflow \( R_{t_1} \) rolling back the part to the state before executing \( t_1 \).

Example VI.1. Let us consider the state of \( S_{\text{expl}} \) immediately after the execution of \( W_{\text{expl}} \) from \( \sigma_{\text{expl}} \). First, the \( D \)'s state changed to \( s_{D3} \). Second, the \( A \)'s state must be \( s_{A3} \), because \( t_A \rightarrow W_{\text{expl}} t_D \) is specified. Third, the \( F \)'s state stays the initial state \( s_{F1} \). Finally, states of \( B,C \) and \( E \) are not uniquely determined. Thus, in the backward planning process, \( R_{t_D} \) is planned as a workflow from \( \{ A : s_{A3}, D : s_{D3}, F : s_{F1} \} \) to \( \{ A : s_{A3}, D : s_{D1}, F : s_{F1} \} \), which shows in Figure VI.1 as a rounded rectangles labeled as \( R_{t_D} \).

B. Combine reversing workflow and reversed workflow

When the troubleshooter receives a trace \( \hat{t}_{\text{err}} \) including \( T_I = \{ t_{I(1)}, \ldots, t_{I(m)} \} \subseteq I_W \), then the troubleshooter combines the restricted reversed workflow \( W_{\text{expl}}^{-1} |_{t_{\text{err}}} \) and the reversing workflows \( R_{t_i} |_{\text{expl}} \) into an executable workflow \( R_{t_{\text{err}}} \). This combining process consists of two phases: (1) replacing \( t_{I(1)}^{-1}, \ldots, t_{I(m)}^{-1} \) in \( W_{\text{expl}}^{-1} |_{t_{\text{err}}} \) by \( R_{t_{I(1)}} |_{\text{expl}}, \ldots, R_{t_{I(m)}} |_{\text{expl}} \), (2) adding such ordering relations as the combined workflow become executable.

For the second phase, in advance, the recovery planner computes the ordering relation \( \rightarrow \Delta \) for all \( T_I \) such that the combined workflow \( R_{t_{\text{err}}} \) is executable for all traces \( \hat{t}_{\text{err}} \) including \( T_I \). We omit the details of the algorithm to compute \( \rightarrow \Delta \) due to space limitations.

Example VI.2. By combining \( W_{\text{expl}}^{-1}, R_{t_D} \) and \( R_{t_{\text{err}}} \), we can get an executable workflow shown in Figure VI.1.

VII. GENERATE RECOVERY WORKFLOW

The recovery planner computes: (1) a reversed workflow \( W \), (2) reversing workflows \( R_{t_I} \) for each \( t_I \in T_W \) and (3) additional ordering relation \( \rightarrow W \) to combine them. The recovery planner passes them to the troubleshooter as a recovery scheme for \( W \).

When system update halts abnormally, the executor passes a trace \( \hat{t}_{\text{err}} \) of executed tasks to the troubleshooter. Then the troubleshooter, first, takes all irreversible tasks \( T_I \) in \( \hat{t}_{\text{err}} \), second, obtains reversing workflows for \( T_I \) and \( \rightarrow \Delta T_I \) from the recovery scheme, and finally, combines reversing workflows for \( T_I \) and \( W_{\text{expl}}^{-1} |_{t_{\text{err}}} \) into \( R_{t_{\text{err}}} \).

VIII. EVALUATION

We evaluate our method to roll systems back using a more complex and large-scale case study than \( S_{\text{expl}} \).

A. Case scenario: Reforming a three-tier Web system

Our case scenario is based on a Web service operated by a system on three-tier architecture, which is shown in Figure VIII.1. We assume the system administrator plan to reform this system entirely as follows: (1) replace the Web server, (2) reconfigure the reverse proxy, (3) add a newly developed application \( \text{App2} \), (4) update the database, and (5) upgrade versions of \( \text{App1} \), the middleware and the relational database management system.

The package of applications \( \text{App1}, \text{App2} \) and the database are managed by a version control system on a repository server. In the current state, each repository refers to the latest version. When we downgrade them, each repository needs to refer to the previous version.

B. Planning workflow

Figure VIII.2 shows a workflow planned by the planner. (Note that the workflow doesn’t include dotted arrows.) The workflow includes five irreversible tasks: (A) undeploy \( \text{App1} \) of the previous version, (B) remove the unpacked \( \text{App1}.\text{war} \) of the previous version, (C) update \( \text{App1}.\text{war} \), (D) remove database of the previous version, and (E) stop the httpd server.
Figure VIII.2. Planned workflow for case scenario and additional ordering by our reordering technique.

Figure VIII.3. Recovery workflow for (expl) in Figure VIII.2.

C. Recovery scheme and Recovery workflow

The two dotted arrows in Figure VIII.2 shows additional ordering added by the reordering phase of the recovery planner. After reordering, the three tasks (A), (B) and (E) become reversible, but the tasks (C) and (D) left irreversible. Thus, the recovery planner plans reversing workflows $R_{C}$ and $R_{D}$ and additional ordering relations for $\{C\}$, $\{D\}$ and $\{C,D\}$. Figure VIII.3 shows the recovery workflow for the tasks surrounding by the border (expl) in Figure VIII.2.

Remarkably, reversed workflows generated by reversing executed part of the workflow in Figure VIII.2 aren’t executable at 99.5 percent of their error states. This result emphasized importance of reordering and backward planning of the recovery planner.

The experiment was performed by a prototype of our approach implemented by Scala [10]. On a machine with Intel(R) Xeon(R) E5-1620 0 (3.60 GHz, 32 GB memory), our prototype implementation computes the workflow of Figure VIII.2 in about 740 milliseconds and with 48.7 MB memory, and prepares for rollback by reordering and backward planning in about 210 milliseconds and with 15.3 MB memory. These results demonstrate that our approach can plan workflows with rollback support for practical systems such as three-tier architecture.

IX. RELATED WORK

Machado et al. [7] proposed an IT change management system with rollback support. Their architecture enables IT change management systems to roll back the managed systems with *atomicity marks* specifying which rollback procedure to use. Their rollback support works properly under the assumption that all *undo* actions for executed tasks can be performed in reversed order of the execution order. However, as shown in Section VIII, undo tasks cannot be performed in some cases.

Hagen and Kemper [11] proposes another approach to address unexpected incidents in system changes. Like our study, their approach named *parameter adaption* also uses the structure of the original workflow planned for normal procedure, and only adapts the parameters in the workflow to become feasible in the system after unexpected incidents. Their approach can continue updating system even after unexpected incidents, but cannot address such an error state as the workflow needs to change its structure for recovery.

X. CONCLUSION AND FUTURE WORK

In this paper, we proposed an IT system update automation that can roll back its target IT system when updates halt due to abnormal incidents. By our approach, a workflow for a system update is augmented by additional execution ordering such that we can execute inversely as many tasks as possible. When some tasks are left irreversible even after this process, workflows to roll back such tasks are individually planned. Additionally, we show that our approach can be applied to the update of a three-tier architecture system in one second.

We assume that each workflow can be rolled back to the state before its execution. However, some system states are potentially irreversible for all recovery workflows. In such cases, we can only roll back the system to transient states of the update, where it may be unsafe to stay. As a future work, we will improve our approach to address this issue. Specifically, system operators will specify states where the system can safely stay, and the target system will be rolled back to these specified states when the system abnormally halts and cannot be rolled back to its initial state.
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