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Abstract—Named Data Networking (NDN) is one of the next generation network architectures, the consumer requests the data by sending an Interest packet and the network responds to each request uniquely, effectively avoiding many Distributed Denial of Service (DDoS) attacks under the traditional architecture. However, there is a new type of attack in NDN - Interest Flooding Attack (IFA), in which malicious consumers send a lot of requests for non-existent data, causing the network to fail to serve legitimate consumers. How to accurately identify malicious consumers to fight IFA becomes an urgent problem to be solved. Therefore, this paper proposes a Charging/Rewarding mechanism based on Hidden Markov Model (HMM) to fight IFA. This method is based on the external characteristic parameters of the consumers to establish HMM and then identify malicious consumer. The Hidden Markov Model is established by the Baum-Welch algorithm. The forward algorithm is used to compute the probability of the observed external characteristic parameters sequence appears in the given model, and the Viterbi algorithm is used to predict the state of the consumer. In order to limit the malicious consumer and stimulate the legitimate consumer, the edge router will charge consumers when providing forward service and reward legitimate consumers. Finally, the effectiveness of the countermeasure is verified through experiment. The experimental results show that the countermeasure can increase the consumer Interest packet satisfaction ratio by 85.9% and 88.6% at tree and net-like topology respectively.
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I. INTRODUCTION

The TCP/IP-based network architecture was designed to address resource sharing. Nowadays, the demand of users for the Internet is content distribution, however, the traditional Internet can't meet this new demand. Therefore, Information Centric Networking (ICN)[1] was proposed. ICN increases the efficiency of content distribution by in-network cache, and the consumer only needs to know the content of the request instead of where the data is. Named Data Networking (NDN)[2] is an instantiation of ICN. In NDN, there are two kinds of packets: Interest packet and Data packet, and each node in NDN maintains a Pending Interest Table (PIT). The PIT stores the interest name and corresponding incoming interface. However, the PIT stores all pending interest names that have not yet been satisfied until a timeout, the malicious consumer can send a number of Interest packets to overflow the PIT in routers resulting in a new type of Distributed Denial of Service (DDoS) attack, called Interest Flooding Attack (IFA)[3]. How to accurately identify malicious consumers to fight IFA becomes an urgent problem to be solved.

Although several countermeasures have been proposed for IFA, the proposed countermeasures does not consider the economic incentive of NDN. If there is no cost, the malicious consumer can utilize the forward service provided by routers to launch attack[4]. Therefore, this paper proposes an IFA countermeasure based on Charging/Rewarding mechanism. The edge router charges consumer when providing forward service. In order to limit the malicious Interest packets and stimulate the legitimate Interest packets, the legitimate consumer should be rewarded.

The NDN edge router determines whether to reward consumer according to their states. If the state of the consumer is legitimate, then reward. The state of the consumer cannot be directly obtained, but the external characteristic parameter of consumer can be directly obtained. Because the Interest packet satisfaction ratio of legitimate consumer and malicious consumer is different, this paper uses consumer Interest packet satisfaction ratio to represent consumer external characteristic parameter. The consumer Interest packet satisfaction ratio is a proportion of the number of retrieved Data packets to the number of Interest packets forwarded for each router interface connecting to the consumer. To obtain the consumer state by consumer Interest packet satisfaction ratio, a model should be established between the consumer Interest packet satisfaction ratio and the consumer state. The actual traffic entering the network represents the consumer traffic. The HMM is a doubly stochastic process with an hidden stochastic process and observable stochastic process. The hidden stochastic process can only be observed through observable stochastic process that produce the sequence of observed symbols[5]. In this paper, HMM is used to predict the consumer state periodically. The HMM contains two states: a hidden state that cannot be directly obtained and an observable state that can be directly obtained. The consumer state corresponds to hidden state, and the consumer Interest packet satisfaction ratio observed corresponds to observable state. Therefore, the relationship between the consumer Interest packet satisfaction ratio and the consumer state can be established by the HMM.

Therefore, this paper proposes a Charging/Rewarding mechanism based on HMM to fight the IFA. The contributions of this paper are summarized as follows:

- This paper proposes an algorithm to detect the malicious consumer based on HMM which was never used before by other proposed solutions.
- This paper proposes an IFA countermeasure based on Charging/Rewarding mechanism. In Charging phase, NDN edge router charges consumer when providing
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forward service. In Rewarding phase, NDN edge router rewards consumer when the consumer is predicted to be legitimate by HMM.

The rest of this paper is structured as follows: the second part focuses on the related work; the third part on the design of the countermeasure; the fourth part on the evaluation of countermeasure. Finally, the conclusion and future work in the fifth part.

II. RELATED WORK

This section focus on the IFA solutions recently proposed. In 2013, the authors give three countermeasures (Token Bucket, satisfaction-based accept and satisfaction-based push back) to defend IFA[6]. In 2015, Tan N. Nguyen et al. proposed an IFA detection method based on Hypothesis Testing[7]. In 2016, Yonghui Xin et al. proposed an IFA detection and mitigation strategy based on cumulative entropy and relative entropy theory, they used entropy to discover the traffic abnormality. When an IFA is started, the calculated entropy will suffer obvious change[8]. Vetri Selvi et al. developed a Game Theory Model for the IFA[9]. Aubrey Alston et al. proposed in-packet cryptographic mechanism to fight IFA[10]. Ryoki Shinohara et al. proposed an IFA mitigation strategy based on router interface reputation value and PIT statistics[11]. In 2017, Naveen Kumar et al. applied different machine learning techniques to detect IFA, they selected some features for the detection of IFA[12]. In 2018, Ting Zhi et al. proposed an IFA detection mechanism based on Gini impurity, they use the Gini impurity to measure the dispersity of the requested Interest names. When an IFA is started, the Gini impurity will exceed the normal range[13]. Yoshimichi Nakatsuka et al. proposed an detection and mitigation method based on mean and variance using stored hop counts[14]. Gang Liu et al. designed a lightweight m-list table-based IFA detection mechanism, the m-list table used to record malicious Interest packet[15].

NDN leverages the capabilities of cache to increase data acquisition efficiency while reducing transmission overhead. However, each node is selfish and will not contribute its own resource to cache Data packet if it does not gain profit. Some work have explored the incentive mechanism for caching in NDN[16]-[21]. The nodes should get rewards by caching Data packet. In the same way, when the incentive mechanism is used to mitigate the IFA, the edge router will charge consumer when providing forward service, and the edge router will reward legitimate consumer.

In 2017, Licheng Wang et al. proposed an IFA countermeasure based on payment mechanism. At first, the consumer has a certain amount of virtual money. When the consumer sends the Interest packet, it must pay a certain amount of virtual money to the transiting router. They suppose each consumer can earn virtual money by providing forward service, looking up Interests for others and publishing content[22]. In the view of this paper, in order to limit the malicious consumer and stimulate the legitimate consumer, this paper proposes an IFA countermeasure based on Charging/Rewarding mechanism. The edge router charges consumer and then judges the consumer is legitimate or not. If the consumer is predicted to be legitimate by the HMM, then reward it.

III. DESIGN DETAILS

A. Assumptions

- Suppose that edge routers are trusted authorities in NDN and play the role of central banks for issuing a certain amount of virtual money to each consumer at the beginning.
- Each interface of edge router has a counter to count the number of virtual money of consumer that connected to interface. At time $t$, the consumer connects to interface $j$ of edge router $i$, the number of its virtual money is denoted as $V_j(t)$.

B. Charging/Rewarding mechanism

The IFA countermeasures consists of two phases: Charging phase and Rewarding phase. In Charging phase: the edge router charges consumer. In Rewarding phase: in order to stimulate the legitimate consumer, if the consumer is legitimate, reward the legitimate consumer. In the Charging phase, when the interface $j$ of router $i$ receives an Interest packet at time $t$, the charges are an amount of money that consumer have to pay for forward service. The Price function determines the charges. Because the malicious consumer send a number of Interest packets to overflow the PIT in routers, the more PIT entry come from the interface, the higher the price. The charges are denoted as $C_j(t)$:

$$C_j(t) = \text{Price}(\text{PIT}_j(t))$$ (1)

In (1), Price is the Price function, $\text{PIT}_j(t)$ is the number of PIT entries from the interface $j$ of router $i$ at time $t$.

The router $i$ decides whether to forward the Interest packets received from the interface $j$ by comparing the value of $V_j(t)$ and $C_j(t)$. If $V_j(t) \geq C_j(t)$, the interface $j$ forwards the received Interest packet and the number of virtual money of interface $j$ are updated by $V_j(t) = V_j(t) - C_j(t)$. Otherwise, the Interest packet is dropped.

In the Rewarding phase, the interface $j$ of router $i$ uses HMM to predict the state of consumer connecting with interface $j$ and judges whether to reward based on the predicted state. If the consumer connecting to the interface is legitimate, then will reward it, and the virtual money number of the interface $j$ are updated by $V_j(t) = V_j(t) + C_j(t)$.

C. Charging phase

Using Charging mechanism to mitigate IFA, the edge router charges consumer when providing forward service. If the charge is successful, the edge router forwards the received Interest packet. Gradually, the number of consumer virtual money is on the decrease, the probability of forwarding Interest packets by the edge router becomes smaller and smaller, and the consumer Interest packets will be limited.
Mankins et al. used dynamic resource pricing model to mitigate DDoS attacks under TCP/IP architecture and tested four kinds of Price functions[23], and Licheng Wang et al. used these Price functions to mitigate IFA in NDN, the four kinds of Price functions are shown below[22]:

Constant function \((p = k)\) : the price \(p\) is set to a constant \(k\).

Linear function \((p = kc)\) : the price \(p\) is proportional to the variable \(c\). In this paper, the value of variable \(c\) is the number of PIT entries from the interface.

Asymptotic function \((p = kB/(B-c))\) : the price \(p\) is raised asymptotically to the variable \(c\). \(c\) is the number of PIT entries from the interface, \(B\) is the max number of PIT entries from the interface.

Exponential function \((p = ce^{\beta c})\) : the price \(p\) is raised exponentially to the variable \(c\). \(c\) is the number of PIT entries from the interface.

The growth trend of the four kinds of Price functions are different. Because the constant function charge is fixed and there is no change trend, this paper only considers Linear function, Asymptotic function and Exponential function. The comparison of three kinds of Price functions are shown in Fig. 1.

The motivation of two state Hidden Markov Model is that the state \(LEGAL\) produces low Interest packet satisfaction ratio with a small probability, the state \(EVIL\) produces high Interest packet satisfaction ratio with a small probability.

E. Hidden Markov Model

1) Hidden state set \(Q\)

In the actual network environment, there are two types of consumer: legitimate consumer and malicious consumer, \(LEGAL\) state on behalf of the consumer state is legitimate, \(EVIL\) state on behalf of the consumer state is malicious. The hidden state set \(Q = \{LEGAL, EVIL\}\). The hidden state sequence is \(I = (i_1, i_2, \ldots, i_T)\).

2) Observation state set \(V\)

In the actual network environment, the state of the consumer is unknown, and the state of the consumer can only be judged by the observed state. In this paper, the Interest packet satisfaction ratio of the consumer is taken as the external characteristic parameter of the consumer, and the observed external characteristic parameters are divided into two types: state high and low. The observation state set is \(V = \{high, low\}\). The converted observation sequence is \(O = (o_1, o_2, \ldots, o_T)\), the conversion method is as follows:

Tan N. Nguyen et al. modeled and analyzed the change of consumer Interest packet satisfaction ratio of each interface of the NDN router[7]: when an IFA starts, the expectation of consumer Interest packet satisfaction ratio is gradually. In order to stimulate the legitimate consumer, the edge router should reward the legitimate consumer.

In the Rewarding phase, the state of the consumer is regarded as hidden state, and the consumer Interest packet satisfaction ratio observed is taken as an observation value to establish the HMM. HMM is determined by initial probability vector \(\pi\), state transition probability matrix \(A\) and observation probability matrix \(B\).

The \(A\) defines the hidden states transition probability, the \(B\) defines the probability of the hidden state produce observable state.

The HMM can be represented by three tuples.

\[
\lambda = (A, B, \pi)
\]

The two state Hidden Markov Model established is shown in the Fig. 2.
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Tan N. Nguyen et al. modeled and analyzed the change of consumer Interest packet satisfaction ratio of each interface of the NDN router[7]: when an IFA starts, the expectation of consumer Interest packet satisfaction ratio is...
\[ E(Satisfaction(t)) = \frac{(1-P_i) t'_i}{t'_i + N_a} \]  

(3)

In (3), \( N_a \) is the number of malicious consumer Interest packets, \( t'_i \) is the number of legitimate consumer Interest packets. At instant \( t \), all Interest packets have the same probability of not being resolved, denoted as \( P_i \).

\[ o_i = \begin{cases} 
\text{high} & \text{Satisfaction}(t') \geq \frac{(1-P_i)t'_i}{t'_i + N_a} \\
\text{low} & \text{Satisfaction}(t') < \frac{(1-P_i)t'_i}{t'_i + N_a} 
\end{cases} \]  

(4)

In (4), \( \text{Satisfaction}(t') \) is consumer Interest packet satisfaction ratio at time \( t' \).

3) HMM parameter training

According to the state space of the obtained HMM and former observation sequence, the parameters of the Hidden Markov Model \( \lambda = (A, B, \pi) \) can be trained. Since the training data only contains the observation sequence \( O = (o_1, o_2, ..., o_T) \) and there is no corresponding hidden state sequence \( I = (i_1, i_2, ..., i_T) \). The Baum-Welch algorithm is an unsupervised learning algorithm, the parameters of the HMM are trained by using the Baum-Welch algorithm. The training process can refer to reference [5]. After training, the HMM parameters can be obtained.

4) HMM external characteristic parameters compute

After obtaining the model \( \lambda = (A, B, \pi) \), given the observation sequence \( O \), the forward algorithm is used to compute the probability of the observed sequence appearing in the model \( \lambda = (A, B, \pi) \).

5) HMM state prediction

Given the model \( \lambda = (A, B, \pi) \) and the former observation sequence \( O \), this paper use the Viterbi algorithm to find the most likely corresponding state sequence.

F. HMM based IFA Countermeasures

The overall architecture of the countermeasure is shown in Fig. 3. In the Charging phase, the edge router charges consumer according to the Price function. If the number of virtual money of the consumer is more than or equal to the charges, the edge router forwards the Interest packets; Otherwise, the Interest packets are dropped; In the rewarding phase, the edge router uses HMM to predict the state of the consumer connecting with the interface. If the consumer state predicted to be legitimate, then rewards it.

IV. EVALUATION

A. Experiment scenario and setting of simulation parameters

The HMM software used to implement this countermeasure has been implemented by Kanungo [24]. To verify the validity of the countermeasure, an Interest Flooding Attack and countermeasures are implemented in Ndnsim simulation environment and tested in tree topology and net-like topology respectively. The topology is shown in Fig. 4 and Fig. 5, and the topology parameters are shown in TABLE I and TABLE II.

TABLE I. TREE TOPOLOGY PARAMETER

<table>
<thead>
<tr>
<th>Name</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDN router</td>
<td>7</td>
</tr>
<tr>
<td>Legitimate node</td>
<td>7</td>
</tr>
<tr>
<td>Malicious node</td>
<td>5</td>
</tr>
<tr>
<td>Data provider</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE II. NET-LIKE TOPOLOGY PARAMETER

<table>
<thead>
<tr>
<th>Name</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDN router</td>
<td>90</td>
</tr>
<tr>
<td>Legitimate node</td>
<td>47</td>
</tr>
<tr>
<td>Malicious node</td>
<td>25</td>
</tr>
<tr>
<td>Data provider</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 3. Countermeasure architecture.

Fig. 4. Tree topology.
The detailed simulation parameters are shown in TABLE III.

<table>
<thead>
<tr>
<th>Name</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network simulation environment</td>
<td>ns-3.24</td>
</tr>
<tr>
<td>NDN simulation environment</td>
<td>ndnSIM</td>
</tr>
<tr>
<td>simulation topology</td>
<td>tree topology and net-like topology</td>
</tr>
<tr>
<td>Attack start time</td>
<td>10[s]</td>
</tr>
<tr>
<td>Interest packet lifetime</td>
<td>1[s]</td>
</tr>
<tr>
<td>PIT size</td>
<td>1000</td>
</tr>
<tr>
<td>Simulation time</td>
<td>50[s]</td>
</tr>
</tbody>
</table>

### B. Simulation results

This paper measures the Interest packet satisfaction ratio of legitimate consumer, PIT size and compare results with: (i) Token Bucket (TB), (ii) Satisfaction-based Accept (SA) , (iii) Satisfaction-based Pushback (SP) [6].

#### 1) Tree topology countermeasure effectiveness

Under tree topology, the countermeasure effectiveness is shown in Fig. 6.

![Fig. 6. Tree topology countermeasure effectiveness.](image)

Fig. 6 plot the Interest packet satisfaction ratio mitigation effectiveness of TB, SA, SP and the countermeasures this paper proposed (CRHMM) at tree topology. It can be seen that the consumer Interest packet satisfaction ratio drops rapidly when the malicious consumer starts IFA at time 10.0. The countermeasure effectiveness of TB, SA, SP disappears under high attack rate at tree topology. With the countermeasures this paper proposed, the consumer Interest packet satisfaction ratio improves significantly, about 85.9%.

The PIT change of Level 3 router, Level 2 router and Level 1 router are shown respectively in Fig. 7.

#### 2) Net-like topology countermeasure effectiveness

Under net-like topology, the countermeasure effectiveness is shown in Fig. 8.

![Fig. 8. Net-like topology countermeasure effectiveness](image)

In Fig. 7, the PIT size mitigation effectiveness of TB, SA, SP disappears under high attack rate at tree topology. In Fig. 7(a), the consumer connected to the router cgw-8 are all legitimate consumer, so the number of PIT entries in the router cgw-8 will not rise to 1000; The number of the malicious consumer connected to the router cgw-5 and cgw-7 are two, and the number of the malicious consumer connected to the router cgw-6 is one, so the number of PIT entries of routers cgw-5 and cgw-7 descends less than router cgw-6. In Fig. 7(b)(c), the number of PIT entries in the router begin to decrease with the countermeasures this paper proposed, and finally returns to normal.
In this paper, a HMM for the prediction of consumer state has been proposed by using its Interest packet satisfaction ratio. Moreover, this paper proposes a Charging/Rewarding mechanism based on HMM to fight IFA, and the countermeasure only run on edge router. Simulation results show that the countermeasure this paper proposed can effectively mitigate IFA and stimulate legitimate consumer. In future work, we plan to develop an even more suitable prediction algorithm for external characteristic and consider a more realistic attack model.

V. CONCLUSION AND FUTURE WORK

In this paper, a HMM for the prediction of consumer state has been proposed by using its Interest packet satisfaction ratio. Moreover, this paper proposes a Charging/Rewarding mechanism based on HMM to fight IFA, and the countermeasure only run on edge router. Simulation results show that the countermeasure this paper proposed can effectively mitigate IFA and stimulate legitimate consumer. In future work, we plan to develop an even more suitable prediction algorithm for external characteristic parameter and consider a more realistic attack model.
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