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Abstract—The Industrial Control System (ICS) and Supervisory Control and Data Acquisition (SCADA) systems are the backbones for monitoring and supervising factories, power grids, water distribution systems, nuclear plants, and other critical infrastructures. These systems are installed by third party contractors, maintained by site engineers, and operate for a long time. This makes tracing the documentation of the systems’ changes and updates challenging since some of their components’ information (type, manufacturer, model, etc.) may not be up-to-date, leading to possibly unaccounted security vulnerabilities in the systems. Device recognition is useful first step in vulnerability identification and defense augmentation, but due to the lack of full traceability in case of legacy ICS/SCADA systems, the typical device recognition based on document inspection is not applicable. In this paper, we propose a hybrid approach involving the mix of communication-patterns and passive-fingerprinting to identify the unknown devices’ types, manufacturers, and models. The algorithm uses the ICS/SCADA device’s communication-patterns to recognize the control hierarchy levels of the devices. In conjunction, certain distinguishable features in the communication-packets are used to recognize the device manufacturer, and model. We have implemented this hybrid approach in Python, and tested on traffic data from a water treatment SCADA testbed in Singapore (iTrust).

Index Terms—Security, Cyber-Physical Systems, Internet of Things, Industrial Control systems, Device recognition, SCADA fingerprinting,

I. INTRODUCTION

ICS/SCADA systems are specialized distributed/networked systems consisting of devices and protocols that interact with the physical systems through sensors, actuators, controllers, monitors, etc. Such systems used to be on isolated networks. However, due to the increase in popularity and advancements of wireless networking and cloud technologies, ICS/SCADA systems have begun to expand their connectivity to the cloud; the extent of such connectivity can vary from system to system. Benefits of connecting to the internet/cloud are substantial (e.g., practically unlimited computing and storage, remote accessibility, etc.), but such connectivity entails the possibility of introducing security vulnerabilities, as the system is no longer isolated.

To catch any existing vulnerabilities in an ICS/SCADA system, a complete understanding of devices, practices, protocols, and applications must be established to be able to enumerate the previously identified vulnerabilities for that set of components, and develop the defenses against the potential attacks (such as providing patches to remove the existing vulnerabilities). To develop such desired knowhow of a legacy system, one important pre-requisite is the identification of the devices (e.g., Programmable Logic Controller (PLC), Human Machine Interface (HMI)), protocols, and applications/services on the network. This is also referred to as device fingerprinting, and if proper documentations were available, a simple solution could be to refer to those. However, per the DHS report on common cybersecurity vulnerability in ICS/SCADA [1], it turns out that in many instances, the documentation and implementation differ owing to the inadequately documented changes and updates, rendering the referral to any such documentation erroneous/incomplete. This situation is also encountered in traditional IT infrastructures, and a typical solution is to resort to network fingerprinting techniques. This can be either active or passive fingerprinting.

Active fingerprinting attempts to identify the devices on the network by actively requesting information from the devices: For example it may send probing packets to an IP address and analyze any response [2]. One may attempt to implement such an active approach for an ICS/SCADA network, but it raises two concerning issues. Firstly, it may add to the traffic load of the network, whereas most ICS/SCADA systems have congestion constraints with strict latency requirements, and their violation may raise certain safety issues. Secondly, some legacy devices on an ICS/SCADA system are not designed to robustly support any unsupported packets, and their introduction may set the device into an unpredictable state. These concerns make the active fingerprinting for ICS/SCADA systems circumspect, and so not preferred by ICS/SCADA users, as applying it requires further analysis to assess the impacts on the systems.

Passive fingerprinting uses a network sniffer to capture traffic already generated by the system devices, and analyzes this traffic to identify the devices. For passive fingerprinting to function appropriately, it is pertinent to define the distinguishing features in the network traffic to facilitate device identity. IT infrastructure network traffics have known distinguishable
features that can be used to identify the network devices [3]. In an ICS/SCADA, a network does not typically provide explicit signatures for a passive fingerprinting, as its equipment are often simple and unable to offer extra-functional services. The passive fingerprinting task can be approached by first inferring the device type, that can reduce the amount of features needed to identify the devices in the network and thereby improve its accuracy. We use the communications-pattern to first identify the device hierarchy level to reveal its type, and next use the passive fingerprinting for an enhanced device recognition.

ICS/SCADA systems have specific network topology requirements, two of which are very useful for our approach. (1) Each device is only allowed to communicate with pre-programmed devices. (2) The devices follow a chain-of-command based communication-pattern to prevent any command conflict. Such topological information about communication can be used to identify the control hierarchy level of a device within that chain-of-command, where the levels of the ICS/SCADA hierarchy help identify a device type (SCADA station, HMI, PLC, etc.).

Accordingly, we introduce a two-step hybrid approach that uses both the communication-patterns and device-fingerprints (constructed through passive fingerprinting techniques). Our two-step algorithm first uses the network traffic to explore the ICS/SCADA communication-patterns and identify the control hierarchy, and next a fingerprint for each device obtained from its communication packets and is compared with the learned ones in the reference database (explained in next sentence) to determine the exact model details of the device. To learn the reference database, the traffic of a network with known devices is gathered and analyzed to identify the device specific values in certain fields of the communication packets.

We implemented this hybrid device recognition approach in Python, and tested it on traffic data from a water treatment testbed, reported in [4]. Our reference fingerprint database was constructed from the traffic data reported in [4]–[6]. [4] described a water treatment system controlled by Allen-Bradley PLCs, HMI, and SCADA station. [5] presented a sub system consisting of Direct Logic 205, Siemens S7 1200, and a SCADA station. [6] provided one-to-one communication between a SCADA station and Siemens S7 1500, S7 1200, S7 300, and S7 400 PLCs. In other words, our reference dataset represents a variety of ICS/SCADA devices from different vendors to be able to validate the generality of our approach.

The main contributions of the work presented here are:

1) To the best of our knowledge, for the first time, a hybrid communication-pattern and passive-fingerprinting approach is proposed to identify the ICS/SCADA devices’ type, manufacturer, and model.

2) To the best of our knowledge, for the first time, the ICS/SCADA communication-pattern is used to identify the device control hierarchy level, and next to determine the device type.

3) The paper identified a set of features in the communication packets that can be used to distinguish among the devices based on their control hierarchy level, while not relying on the availability of special packets such as the SYN packets.

4) We present a software implementation, and its validation using a real-world water treatment CPS example from iTrust [4].

The remainder of this paper is structured as follows: Section I-A reviews the related work. Section II describes our hybrid approach for device recognition. Section III describes the CPS SCADA Water case study and the experimental results. Section IV summarizes and presents certain future directions.

A. Prior work on ICS/SCADA Recognition

A limited number of studies exist that proposed approaches to identify the ICS/SCADA components. [7] proposed identifying the devices based on specific SCADA protocol functions (e.g., in Modbus protocol there is a function that returns the device information). Such approaches are limited to the specific protocol used, and do not generalize. The SCADA search engine Shadon [8], that can discover the devices connected to the internet, has inspired works as [9] and [10] to use port scanning methods to identify SCADA devices. However, these approaches employ active fingerprinting, and if applied without proper study and preparation, can interrupt and even “freeze” some devices, as mentioned earlier.

[11] proposed the use of TCP/IP information to construct a device fingerprint. [12] generated a device fingerprint based on the response time. This approach is only device-specific, and not device-model-specific, thus offering limited resolution of devices. [13] identified the type of a device based on the ICS/SCADA communication-patterns, but is limited to two layer systems. The ICS/SCADA device fingerprinting problem was also considered in [3], where the author explored the existing approaches, without proposing a new one, the paper concluded that current tools are not fully compatible with ICS/SCADA systems. [14] evaluated Shadon search engine and concluded that Shadon search engine can be a threat to ICS/SCADA systems as it can identify Internet-facing industrial control devices; The paper did propose a mitigation technique to protect from Shadon, and did not propose a new device recognition tool. In this paper, we improve the reliability and the accuracy of passive device recognition by proposing an original communication-pattern and TCP/IP passive-fingerprinting hybrid approach.

II. PROPOSED HYBRID APPROACH TO DEVICE RECOGNITION

Figure 1: Devices Recognition Hybrid Approach
The above step of control hierarchy level identification is useful when ICS/SCADA devices in the same system are from the same vendors and use same programmer protocols. In such cases, different types of ICS/SCADA devices have similar TCP/IP communication packets features (Section II-A gives an example of such a case), making it challenging to distinguish devices based solely on communication packets. However, by first inferring their control hierarchy, we can identify a device type (PLC vs. HMI), and this together with the distinguishable characteristic can be used to identify the ICS/SCADA devices' control hierarchy level using our control hierarchy identification algorithm (see Algorithm 1 in Section II-B). Knowing the device control hierarchy level, allows us to infer the device type (e.g., local controller level is a PLC, plant supervisory controller level is either HMI or SCADA station, production coordinator controller level and control center level are SCADA stations).

![Figure 2: Standard ICS/SCADA Control Hierarchy](image)

The first stage in device recognition is to build a reference fingerprints database by analyzing the captured packet from an ICS/SCADA network with known devices, and identifying the values of certain features in the communication packets that are unique to the devices. To identify such distinguishable features in the captured network traffic, we examined data generated from several different ICS/SCADA devices Allen Bradley Logix 1765 PLC, Siemens S1200 PLC, Siemens S1500 PLC, Siemens S 7 300 PLC, Siemens S 7 400, and DirectLogic 205 PLC, reported in [4]–[6]. We examined a total of 20 TCP/IP packet features including: frame length, vendor MAC ID, TCP-segment length, IP identification numbers, Total IP packet length, time to live, and tcp-window size. These 7 features have been plotted below in Figure 3 to illustrate our fingerprinting approach. Among these 7 features 3 were found to be unique to a device. These 3 features are described in bit more detail next.

When a packet is generated, the source of the packet specifies the duration a packet remains valid, called time-to-live, and denoted \( TTL \). The \( TTL \) values for the packets from the same source/model are always the same, and so serve as one distinguishing feature. Another feature that a packet source specifies is the packet ID, that it increases in the same fixed increments, and that increment amount is different for different source/model. Thirdly, each generated packet also specifies the source MAC address, in which first four bytes form the vendor ID. The vendor ID in the MAC address can be used to identify the device manufacturer using the databases that enlist the devices’ vendors and their MAC vendor IDs (for instance the OUI Lookup Tool from Wireshark [16]). Generally, vendors use more than one MAC vendor ID, specific to a factory or manufacturing time period. This can be used to further differentiate among the devices from the same vendor. An example for this is Siemens S1200 (by Siemens Numerical Control Ltd) versus S1500 (manufactured by Siemens AG); S1200 MAC vendor ID is 001C06 while S1500 MAC vendor ID is 001B1B.

The analysis results of packet feature values for different packets, and of different devices, are plotted in Figure 3, where each diagram is for a single device, and in each diagram, the x-axis is discrete corresponding to the 7 features mentioned above, and the y-axis is also discrete showing the values of the packet-features (encoded as numeric values). Eg, packets from the device S7 1500 are plotted in the first diagram. It can be seen that several of the ICS/SCADA packet features from a same device vary from packet-to-packet, except for the 3 distinguishable features mentioned above and constant, and turn out to be adequate to differentiate among the 6 different PLCs. These 3 features are: Time To Live, Total IP packet length, and the source of the packet and column 2 records the destination. Features\(_2\) has 3 columns for each packet captured, and again the total number of rows is the number of packets captured. Each column records a distinguishable packet feature, described below. To be able to fully recognize all the devices, the captured packets need to span all the devices in the ICS/SCADA network, and we assume that to be the case.

A. Learning Stage: Building Reference Database

The first stage in device recognition is to build a reference fingerprints database by analyzing the captured packet from an ICS/SCADA network with known devices, and identifying the values of certain features in the communication packets that are unique to the devices. To identify such distinguishable features in the captured network traffic, we examined data generated from several different ICS/SCADA devices Allen Bradley Logix 1765 PLC, Siemens S1200 PLC, Siemens S1500 PLC, Siemens S 7 300 PLC, Siemens S 7 400, and DirectLogic 205 PLC, reported in [4]–[6]. We examined a total of 20 TCP/IP packet features including: frame length, vendor MAC ID, TCP-segment length, IP identification numbers, Total IP packet length, time to live, and tcp-window size. These 7 features have been plotted below in Figure 3 to illustrate our fingerprinting approach. Among these 7 features 3 were found to be unique to a device. These 3 features are described in bit more detail next.

When a packet is generated, the source of the packet specifies the duration a packet remains valid, called time-to-live, and denoted \( TTL \). The \( TTL \) values for the packets from the same source/model are always the same, and so serve as one distinguishing feature. Another feature that a packet source specifies is the packet ID, that it increases in the same fixed increments, and that increment amount is different for different source/model. Thirdly, each generated packet also specifies the source MAC address, in which first four bytes form the vendor ID. The vendor ID in the MAC address can be used to identify the device manufacturer using the databases that enlist the devices’ vendors and their MAC vendor IDs (for instance the OUI Lookup Tool from Wireshark [16]). Generally, vendors use more than one MAC vendor ID, specific to a factory or manufacturing time period. This can be used to further differentiate among the devices from the same vendor. An example for this is Siemens S1200 (by Siemens Numerical Control Ltd) versus S1500 (manufactured by Siemens AG); S1200 MAC vendor ID is 001C06 while S1500 MAC vendor ID is 001B1B.

The analysis results of packet feature values for different packets, and of different devices, are plotted in Figure 3, where each diagram is for a single device, and in each diagram, the x-axis is discrete corresponding to the 7 features mentioned above, and the y-axis is also discrete showing the values of the packet-features (encoded as numeric values). Eg, packets from the device S7 1500 are plotted in the first diagram. It can be seen that several of the ICS/SCADA packet features from a same device vary from packet-to-packet, except for the 3 distinguishable features mentioned above and constant, and turn out to be adequate to differentiate among the 6 different PLCs. These 3 features are: Time To Live, Total IP packet length, and the source of the packet and column 2 records the destination. Features\(_2\) has 3 columns for each packet captured, and again the total number of rows is the number of packets captured. Each column records a distinguishable packet feature, described below. To be able to fully recognize all the devices, the captured packets need to span all the devices in the ICS/SCADA network, and we assume that to be the case.
(TTL), the difference in the IP.IDs of two consecutive packets (which we denote as, IP.ID\textsubscript{diff}), and the vendor MAC ID (Vendor\textsubscript{MAC}). Note given that TTL, Vendor\textsubscript{MAC}, and IP.ID\textsubscript{Diff} can take 255 (1 byte), $4.294 	imes 10^9$ (4 bytes), and $65.535 	imes 10^3$ (2 bytes), values respectively. Thus using these 3 features, one can potentially distinguish a total of $255 \times (4.294 \times 10^9) \times (65.535 \times 10^3) = 7.176 \times 10^{16}$ number of devices.

Figure 3: PLCs Data Analysis

Table I summarizes the results from our analysis of the communication packets and consolidating those into the 3 distinguishing features TTL, IP.ID\textsubscript{diff}, and Vendor\textsubscript{MAC}, that can be used for look up to identify the device manufacturer and model. This table reports the communications-pattern based reference database created during the learning stage of our approach for identifying different ICS/SCADA devices.

<table>
<thead>
<tr>
<th>SCADA/ICS device</th>
<th>TTL</th>
<th>IP.ID\textsubscript{diff}</th>
<th>Vendor\textsubscript{MAC}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logix 1765 PLC</td>
<td>64</td>
<td>256</td>
<td>001d9c</td>
</tr>
<tr>
<td>Direct Logic 205</td>
<td>32</td>
<td>1</td>
<td>00E062</td>
</tr>
<tr>
<td>S-1200</td>
<td>30</td>
<td>1</td>
<td>001C06</td>
</tr>
<tr>
<td>S-1500</td>
<td>30</td>
<td>1</td>
<td>001B1B</td>
</tr>
<tr>
<td>S-700</td>
<td>30</td>
<td>1</td>
<td>000e8c</td>
</tr>
<tr>
<td>S-7400</td>
<td>128</td>
<td>3</td>
<td>100e8c</td>
</tr>
</tbody>
</table>

Table I: ICS/SCADA Distinguishable Features Summary

Note while the above 3 packet features are constant across the packets from the same device, there can still exist more than one device with identical set of 3 features. An example pair is the Logix 1765 PLC versus the Allen Bradly HMI; the two devices are identical with respect to the aforementioned 3 TCP/IP features as shown in Figure 4. However, such devices are not placed at the same control hierarchy, and so we use the extra information about the control hierarchy to further pin-point a device.

Figure 4: Logix 1765 PLC and the Allen Bradly HMI Data Analysis

B. Recognition Stage

This stage is used to recognize the unknown devices in a SCADA system by monitoring the network communications packets in the run-time, by first deciphering the control hierarchy, and next utilizing the packet features of Table 1 to identify the devices on the network.

To maintain a high level of reliability and safety, the ICS/SCADA systems architecture and communication follow the IEC 6113 [17] and the IEC 62264 [18] standards. Using such standardized control hierarchy architecture as a basis, we identify the ICS/SCADA devices’ level as formulated in Algorithm 1 below.

The algorithm proceeds in bottom-up fashion, by identifying the bottom-most (also, called level-0) devices of the control hierarchy, and once the devices of a level have been identified, the devices of a next level can be identified as the destinations of the former. To identify the level-0 devices, first the devices with identical destinations are grouped into a same group. Then the level-0 devices correspond to the members of those groups whose destinations are not larger than those of any other groups. Once the level-0 devices are recognized, finding the higher levels is easier: Given level-$k$ devices for some $k \geq 0$, their set of destination devices, that do not belong to any lower levels, form the level-$(k+1)$ devices. The algorithm terminates when all the devices are already accounted for in one of the levels.

Here we use the example in Figure 5 as a running example to illustrate these ideas. Initially, using the Features\textsubscript{1} data, that contains the list of all source-destination pairs, we compute for each source node $s$, its set of destination devices $D_s$. In Figure 5 for example, $D_{s_1} = \{s_1, s_2, s_3, s_6, s_7\}$.

Figure 5: Control Hierarchy Identification example

Next we identify the sources that are at the bottom of the control hierarchy. For this, the sources with identical destinations are grouped together into their own single groups.
Then the sources in those groups are in the bottom of control hierarchy if their destinations are no larger than those of any other groups. For example, since \( D_4 = D_5 \), we group those into the group, \( G_1 = \{ s_1, s_3 \} \). Similarly, \( G_2 = \{ s_2 \} \), \( G_3 = \{ s_4, s_5 \} \), \( G_4 = \{ s_6 \} \), etc. Next, the groups whose destinations are not larger than any of the other groups’ destinations are identified. So for example, the destinations of \( G_1 \) and \( G_2 \) are smaller than those of group \( G_5 = \{ s_6, s_7 \} \) whose destinations are \( D_4 = D_5 = \{ s_1, s_2, s_3, s_4, s_5, s_6, s_7, s_9 \} \), whereas the destinations of \( G_3 \) includes \( s_8 \) that is not a destination for \( G_1 \) or \( G_2 \), etc. Similarly, the destination of \( G_3 \) namely, \( \{ s_4, s_5, s_8 \} \), are smaller than the destination of \( G_6 \), namely \( \{ s_4, s_5, s_8, s_9 \} \), etc. With such grouping and destination comparison, the sources in \( G_1, G_2, G_3 \), are identified to be the lowest level groups in the control hierarchy, and this is recorded in \( L_0 = G_1 \cup G_2 \cup G_3 \).

Once the level-\( k \) sources in \( L_k \) get recorded for any \( k \geq 0 \), the level-(\( k+1 \)) sources in \( L_{k+1} \) are identified as the union of those groups which contain a destination of a level-\( k \) source, and which do not belong to the level-\( k \) or lower. So for example, \( L_1 = G_5 \cup G_6 \), and next \( L_2 = G_4 \). The above steps are formalized in the following algorithm.

**Algorithm 1 Control Hierarchy Identification Algorithm**

1: Input: Set of packets
2: Output: sources \( S \), control levels \( L \), control level mapping \( C : S \rightarrow L \) that maps each source \( s \in S \) to its control level \( C(s) \in L \)
3: main
4: for each source \( s \), add it to a set \( S \), and also construct its destination \( D_s \)
5: compare \( D_s \) for all \( s \in S \)
6: group sources with same destinations into groups \( G_i \)
7: \( \forall i : G_i \subseteq L_0 \) if \( \forall j : G_j \not\subseteq G_i \)
8: \( \forall i, \forall k \geq 0 : G_i \subseteq L_k + 1 \) if \( \exists s \in L_k : D_s \subseteq G_i \land (\forall l \leq k : G_l \not\subseteq L_i) \)
9: Terminate when all \( s \in S \) are mapped to some level \( k \geq 0 \).

Once the control hierarchy levels have been identified using the above algorithm, the TCPP/Ipacket features (\( T_T T_L, I_P, I_D, D_i f f, V e n d o r_{M A C} \)) stored in the \( F e a t u r e s_2 \) dataset are compared to the reference database to identify the device manufacturer and model.

### III. A CPS CASE STUDY: WATER TREATMENT CPS

To demonstrate the applicability of our algorithm to a real-world cyber-physical system (CPS), a water treatment system was chosen as a case-study (Figure 6). The system is based on a fully-functional water treatment CPS testbed in the iTrust laboratory [4]. The system consists of Programmable Logic Controllers (PLCs), Human Machine Interfaces (HMIs), Supervisory Control and Data Acquisition (SCADA) workstations, and a SCADA Server. The 6 PLCs control the 6 stages of water treatment, while the HMI and the SCADA station monitor and coordinate between the PLCs. The SCADA station reports to and coordinates with the SCADA server. These devices and their control hierarchy are shown in Figure 6.

The Secure Water Treatment testbed dataset comprises of data from 11 days of continuous operation. 7 days worth of data was collected under normal operation, while 4 days worth of data was collected under attack scenarios. For the device identification purposes, only one full control cycle of data is needed, and so for our purposes the network traffic for 4 hours of normal operation was sufficient, and was analyzed. The information in the pcap captured files were extracted and stored in CSV files using Tshark [19].

Initially, a preprocessing step was applied to the collected packets to obtain the \( F e a t u r e s_1 \) and \( F e a t u r e s_2 \) matrices. The algorithm started by enumerating the set of sources \( S \) and the destinations \( D_s \) for each source \( s \in S \). 9 members were found as sources. Next, \( s = 192.168.1.10 \) was randomly selected, and its destination set was compared to the destinations of other devices. As a result, 192.168.1.10, 192.168.1.20, 192.168.1.30, 192.168.1.40, 192.168.1.50, and 192.168.1.60 were grouped in \( G_1 \). Next, \( s = 192.168.1.100 \) was selected, and comparing its destinations to those of the other remaining devices resulted in \( G_2 = \{ 192.168.1.200, 192.168.1.100 \} \). Finally, \( s = 192.168.1.201 \) was selected; it being the last source in \( S \), it was finalized that \( G_3 = \{ 192.168.1.201 \} \). \( G_1 \) is the only group that does not contain the other groups as a subset, so \( L_0 = G_1 \). \( G_2 \) contains the destination for \( G_1 \) devices, so \( L_1 = G_2 \). Similarly, \( G_3 \) contains the destinations for \( G_2 \) devices, and so \( L_2 = G_3 \). At this point all sources in \( S \) have been mapped to a control level, so the algorithm terminated. The result from our Python encoding of Algorithm 1 is shown in Figure 7.

---

**Figure 6: SCADA Architecture of the Water Treatment System**

**Figure 7: Water Treatment CPS control hierarchy identification output**

Based on the control hierarchy identification outcomes, the bottom level devices, 192.168.1.10, 192.168.1.20, 192.168.1.30, 192.168.1.40, 192.168.1.50, and 192.168.1.60 can be identified to be PLCs. The level-1 devices, 192.168.1.100 and 192.168.1.201 can either be a SCADA station or a HMI device. Finally, the top level device,
192.168.1.200 is identified as a SCADA station. Subsequently, the vendor ID was used to distinguish between the HMI and the SCADA station: the vendor ID for both 192.168.1.100 and 192.168.1.200 were Microsoft, while the vendor ID for 192.168.1.100 was Rockwell Automation. Based on this, 192.168.1.201 and 192.168.1.200 were identified to be SCADA stations, while 192.168.1.100 was identified as an Allen Bradley HMI. The device fingerprinting step constructed a fingerprint for each PLC in the form of \textit{Feature}_2 matrix, which was then compared against the lookup table (Table I) to identify their manufacturer and model. This step then revealed that the PLCs are the Allen Bradley Logix 1765 PLC. A log of these results is shown in Figure 8.

---
| 192.168.1.10 | Allen Bradley Logix 1765 PLC |
| 192.168.1.20 | Allen Bradley Logix 1765 PLC |
| 192.168.1.30 | Allen Bradley Logix 1765 PLC |
| 192.168.1.40 | Allen Bradley Logix 1765 PLC |
| 192.168.1.50 | Allen Bradley Logix 1765 PLC |
| 192.168.1.60 | Allen Bradley Logix 1765 PLC |
| 192.168.1.200 | Allen Bradley HMI |
| 192.168.1.201 | SCADA Station |
| 192.168.1.202 | SCADA Station |

---

Figure 8: Water Treatment CPS device recognition output

IV. CONCLUDING REMARKS

We presented a first-of-a-kind ICS/SCADA systems device recognition approach based on passive fingerprinting of network data, where a two-stage process was proposed. The first stage is a learning stage where a reference fingerprints database was created. The second stage is a two-step online stage algorithm: the first step identifies the control hierarchy based on the ICS/SCADA communication patterns; the second step identifies a device by creating its fingerprint and comparing it to the reference database of the first stage to identify the device manufacturer and model. Identifying the control hierarchy enhances the device recognition capability since it discriminates further, beyond the reference fingerprint based discrimination. Also, we fully implemented our approach in Python and demonstrated the validity of the proposed solution through a real-life water treatment SCADA system.

Discovering the devices included in ICS/SCADA systems is an essential first step toward improving their overall cybersecurity. A next step would be to implement the proposed approach along with systems security analysis and mitigation tools, to enhance their overall security and defense strategies against potential cyberattacks.
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