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Abstract—Software Defined Networking and Network Function Virtualisation provide significantly more flexibility and control when provisioning QoS for delay sensitive services. Network delay can have a detrimental impact on VoIP quality and, therefore, minimising delay can help maintain the quality and prevent call dropping. This paper proposes a queuing scheme based on packet delay for prioritising VoIP calls made over SDN. An OpenFlow testbed was developed to validate our proposal, and results show that delay-based prioritisation of VoIP packets in SDN networks ensures that only a small number of users will be affected by network congestion.

I. INTRODUCTION

The recent advent of Software Defined Networking (SDN) and Network Function Virtualisation (NFV) has lead to a paradigm shift for network and service management. Both SDN and NFV have gained significant momentum in the research community and in industry; they support a flexible and rapid orchestration of networks and the services that traverse them [1]. The increased control offered by these new paradigms have boosted the capabilities of network administrators to perform the advanced monitoring and QoS provisioning needed to ensure high quality, delay-sensitive services [2].

VoIP is extremely sensitive to network conditions [3][4]; the quality of a call can degrade if there is loss, delay, or jitter on the network links between two end users. Additionally, some VoIP packets and calls are more important than others [5]. Hence, there has been some research activity in the area of VoIP call prioritisation [6][7].

Our paper presents an SDN-based approach for intra-VoIP packet prioritisation, where the VoIP packets are prioritised based on the length of time spent in the network. It effectively implements prioritisation as a virtualised network function; it is based on our previous work in wireless mesh networks [6].

An SDN testbed was developed using OpenFlow [8], mininet [9], and Floodlight. We leveraged on our previous experience with developing OpenFlow SDN testbeds: for service assurance in IPTV [10], [11], and for advanced VoIP quality monitoring [12]. We use the iMOS metric, first presented in [13] and then in an SDN context [12], to measure the intermediate VoIP quality as the packets traverse the network.

The remainder of this paper is organised as follows: Section II discusses the related work published in the literature. Section III describes the mechanism we developed in this work. Section IV details the experimental setup configured for the simulations carried out, including the topology, experiments, and improvements. Section V presents the results and analysis. Finally, Section VI concludes the paper.

II. RELATED WORK

Afaq et.al. [14] propose a framework to identify delay sensitive traffic flows in a data centre network. Xu et. al. [15] propose a QoS-enabled management framework to create an end-to-end communication service over SDN. PolicyCop [16] is an autonomic QoS policy enforcement framework for SDN, which provides an interface for specifying QoS requirements in SLAs and enforcement via the OpenFlow API. Qazi et. al. [17] proposed Atlas, which incorporates application-awareness into SDN. Kumar et. al. [18] looks at improving the QoE of services in home networks using SDN. Kwon et. al. [19] propose the adaptive Mobile Voice over Internet Protocol (mVoIP) service architecture in SDN networks to provide the best quality of mVoIP service to end-users.

Our proposal is different in that we define multiple queues with different priority classes, which are used to prioritise VoIP packet based on delay. We specifically target VoIP over SDN and leverage the visibility afforded to the controller when recording delay values and allocating queues.
III. MECHANISM DESCRIPTION

In our previous work [6], we showed how VoIP packets can be re-prioritised in the same queue. This solution brought improvements in terms of capacity and increased fairness of the network with regards to delay. However, such a solution involves using a PIFO (Push-In-First-Out) queue, which does not exist in SDN nodes. For this reason, we propose to use more than one queue to serve VoIP packets; the difference among these queues being the priority with which they are served by the queue scheduler. We propose to use 5 different VoIP queues to allow for a more granular differentiation between packets affected by various levels of delay. For example, more delayed packets will be served by a high priority VoIP queue, whereas other less delayed packets will be placed in lower priority queues.

In order to demonstrate the effects of our proposed scheme, we built an SDN application that processes every single VoIP packet that traverses the SDN defined in our experimental scenario. No flow entries are added on the SDN switches; this forces the switches to forward every VoIP packet to the controller via ’Packet In’ messages. Our controller application decides in which queue to place the incoming packet. As decision thresholds, 5 different thresholds have been chosen: (1) packets delayed by less than 5 milliseconds are placed in the lowest priority queue, (2) between 5 and 10 milliseconds in the second lowest priority queue, and so on ((3)(4)), and lastly, (5) packets delayed by more the 20 milliseconds will be placed in the highest priority queue.

The SDN application starts tracking VoIP packets when they first enter the SDN network. Using the information contained in the RTP header, each packet can be uniquely identified and time-stamped upon arrival at the ingress port of each SDN node along the path. Hence, the SDN application is aware of each VoIP packet’s delay and will place the packet in a queue serving similarly delayed packets. We realise that tracking every single VoIP packet in this manner is unfeasible in a production network, future work will include the design and implementation of a more realistic solution that is more practical.

IV. EXPERIMENTAL SETUP

This section details the experimental setup designed for this work, investigating two ideas:

1) how to manipulate transmissions using a priority queue based mechanism utilising the QoS support introduced in OpenFlow version 1.3.0 protocol [8]. We used a powerful server to simulate an SDN network using Mininet, and we implemented our proposal in an application running on top of the SDN controller.

A. Topology

The experiment topology consists of a line topology composed of 10 switches (Figure 1), which is the network’s backbone (red links). There are 10 hosts in the topology, and each host is connected to an OpenFlow switch (black links). Each switch has also an out-of-band connection to the SDN controller (grey dotted links). Each backbone link between two switches has a delay and bandwidth limit configured. This was accomplished using Linux tc, set up on each switch’s egress interface.

B. Technology

The technical configuration, with regards to the software and hardware, for the test-bed is detailed in the following. We used a machine running Ubuntu Server 14.04 as operating system, and installed Mininet 2.2.1, OVSwitch 2.3.1, and the latest stable version of the Floodlight SDN Controller.

Mininet and OVSwitch are part of the Mininet installation package [9]. The installation works with Ubuntu box 14.04 LTS, and the specific versions detailed above are important for experiment reproducibility and compatibility purposes. For example, OVSwitch and Floodlight must both support OpenFlow version 1.3. The experiment utilises OpenFlow 1.3 QoS support for new set_queue action command, which allows the controller to instruct an OVSwitch to enqueue a packet into a specific queue on a network interface.
The hardware specification of the machine is as follows: CPU – Intel Xeon E5630 with 8 Cores @ 2.53GHz and L2 Cache of 12288KB, Memory – 24GB of RAM with 24GB of swap, and storage – SCSI ATA HD of 894GB.

C. Simulating VoIP calls

In order to create a congestion scenario, we generate one-way VoIP UDP traffic into the backbone network, with cumulative bit-rate slightly higher than the backbone’s bandwidth capacity. Conversations (300s long between two people) recorded in wav files, encoded with the opus codec, are simultaneously transmitted from nine hosts (H1 - H9) towards the destination host H10.

D. VoIP congestion

We limited the bandwidth of each link to support slightly less than 9 VoIP calls; this is used to create congestion on switch S9’s egress interface. The result being that the backlog of packets waiting for bandwidth is created on switch S9’s egress interface txqueue (transmit queue). Since the txqueue is capable of holding a maximum of 1000 packets in a waiting state, packet loss does not occur.

V. Results

The proposed solution favours longer delayed packets over less delayed packets by means of different priority VoIP packet queues. As a first step, we investigated the distribution of the delay that affects packets that reach the congested switch (S9 in Figure 1).

For the default single queue scenario, the distribution of delay ranges from 0 to 1300 milliseconds, which affects every VoIP call placed in the network. In the multi-queue scenario, 90% of the packets are in the 0 to 100 millisecond range of delay, while 10% of the packets are scattered around 3500 milliseconds. Basically, as there is one call more than what the network can support, the equivalent amount of packets belonging to a VoIP call have been pushed to the back by our solution. This ensures timely passage of the other packets. This has an impact of the expected user experience, as seen in Figures 2 and 3.

The extended queueing delay affects the MOS and we observe a decrease of MOS in time for each conversation (Figure 2). In other words, switch S9’s egress interface has enough bandwidth for 8 conversations to pass but not enough for 9 conversations that are actually transmitted. At this point, a smart VoIP service would adapt itself and employ a call admission control or other similar schemes to limit the number of calls that go through the network.

VI. Conclusion

The focus of this paper was to propose a delay-based queue prioritisation scheme for VoIP service management over SDN. The fundamental idea of the work is that packets that have already consumed network resources, and thus have a higher delay, should be prioritised in...
order to prevent resource wastage. Results show that employing our scheme significantly increased the number of good quality calls supported by the network. Future work will involve developing a fairer algorithm, which may use selective packet drops to maintain a ‘sufficient’ call quality for all calls and prevent call dropping.
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