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Abstract—The diversity of services that operate in the Internet has increased significantly in the last years. Performance problems in these services cause important financial losses. In order to ensure that these problems do not occur, service levels need to be monitored. One of the main techniques for this monitoring involves the utilization of active measurement mechanisms. However, such mechanisms are expensive in terms of resources consumption due to the activation of measurement sessions. Thus, such sessions usually can cover only a fraction of what could be measured, which can lead to service level problems being missed. Measurement federations can help network administrators in different tasks, such as the control of the activation of active measurement sessions. In this context, measurement correlation can be deployed in order to improve this control in such federations. The main contribution of the present work is the proposal of a data transformation service which provides measurement correlation. This service can be used to enable cooperation features in measurement federations, while decreasing resource consumption. Besides that, statistical tests that can be used to compose such correlation are presented. The proposed solution provides valuable insights regarding measurement correlation from federated measurement points and can be used for the design of better application for the control of active measurement sessions.

I. INTRODUCTION

The capacity and accessibility of networking infrastructures has increased in the last years. Besides that, the diversity of applications and service which operate in such infrastructures has increased importantly. Unfortunately, several times such progress is not directly translated into improved performance for all applications and users. Performance issues can vary from traffic congestion to packet loss caused by intermediate link failures. Such issues lead to financial losses for service providers and customers. Service level monitoring tools must be capable of detecting performance issues in an efficient manner. Measurement mechanisms are one of the most used tools employed for such monitoring.

Service level monitoring is usually performed using either active or passive mechanisms. The network conditions are monitored in a non-intrusive way in passive mechanisms (e.g., IP Flow Information EXport - IPFIX [1]) since monitoring traffic is not created by the monitoring process itself. This is usually done through the observation of network flows inside network devices. Active measurements (e.g., One-Way Active Measurement Protocol - OWAMP [2] and Cisco Service Level Assurance Protocol -IPSLA [3]), on the other hand, are intrusive because they inject monitoring traffic on the network infrastructure to deliver performance metrics. Active measurements can detect end-to-end performance issues in a fine grained fashion. Thus, service level monitoring is usually performed through active mechanisms.

The activation of active measurement sessions is expensive in terms of the consumed resources (e.g., CPU cycles and memory footprint). Besides that, activated measurement sessions also increase the network load due to the injected traffic. At least, one session must be activated to measure a destination, thus the amount of consumed resources is a function of the number of measured destinations. Thus, with more possible paths the larger will be the resources needed to deploy such sessions. The best practice on the operation of active measurement mechanisms is to define the measurement sessions considering the expertise and knowledge of the network administrator. However, current SLA monitoring solutions consume a large amount of computational and human resources, which are not always available to the service provider.

Measurement federations could help network operators to troubleshoot perceived abnormalities as well as improve network middleware regarding service level issues. In this context, active measurement mechanisms are one of the most important measurement tools in such federations. However, the sole employment of a measurement federation does not improve the capabilities of such mechanisms in important aspects, such as scalability and efficiency. For example, the current best practice regarding active measurements mechanisms usually covers only a fraction of the network flows that should be observed in order to save resources. This can lead to performance problems being missed. This practice is labor-intensive for the network administrator and inefficient considering highly dynamic network infrastructures since administrator reactions are necessary to reconfigure the active measurement mechanisms. In this context, novel approaches are needed to improve the operation of active measurement mechanisms in measurement federations.

Measurement correlation has been used in order to enable efficient control loops for measurement sessions activation [4]. Despite the fact that measurement federations are com-
posed by programmable nodes, control loops are not used for measurement sessions activation. For example, these loops were applied to improve the detection of SLA violations through an embedded P2P management overlay. In this paper, we present a solution to enable the measurement correlation on federations. This solution enables the coordination of the activation of measurement sessions in order to save resources and decrease the effort required from network administrators.

The remaining of this paper is organized as follow. In Section II, we describe the background on active measurement mechanisms and measurement federations. In Section III, we detail our proposal to introduce destination correlation in measurement federations. Finally, in Section IV, we discuss conclusions and future work.

II. BACKGROUND

Active measurement mechanisms are a valuable tool for network administrators. The main goal of such mechanisms is to provide diagnostics which are close to the same network traffic produced by real applications. Some additional design goals considered for the development of active measurement mechanisms are being hard to detect and manipulate, present security features, a logical separation of control and test functionality, and the support for small test packets [2]. Since active measurement results are arguably one of the best ways to determine if a given application will work in a specific network infrastructure, active mechanisms are usually found on network measurement toolkits. Such toolkits usually build measurement federations.

In this section, we first cover one of the most prominent active measurement mechanisms, the One-way Active Measurement Protocol (OWAMP). After that, some widely-known measurement federations are presented.

A. One-way Active Measurement Protocol

One-way measurement protocols are the most straightforward way to detect network issues which happen in one direction of a given network flow. The IETF IP Performance Metrics (IPPM) Working Group (WG) proposed open mechanisms that permit the exchange of packets to collect metrics for one-way (One-way Active Measurement Protocol - OWAMP) [2] packet delay and loss across Internet paths in an interoperable manner. OWAMP actually consists of two inter-related protocols: OWAMP-Control and OWAMP-Test. OWAMP-Control is layered over TCP and used to initiate, start, and stop test sessions and to fetch their results. OWAMP-Test uses UDP to exchange test packets between two measurement nodes. Together, these protocols enable the standardized execution of one-way measurements.

Measurement execution in OWAMP is performed through several different roles. Such roles are logically separated to allow for broad flexibility in use. The first part of the Figure 1 (a) shows the logical model used on OWAMP (unlabeled links in this figure means that the respective protocols are unspecified [2]). Session-Sender is the sending endpoint and Session-Receiver is the receiving endpoint of an OWAMP-Test session; Server is an end system that manages one or more OWAMP-Test sessions; Control-Client is an end system that initiates and finishes OWAMP-Test sessions; and Fetch-Client is an end system that initiates requests to fetch the results of completed OWAMP-Test sessions. The different logical roles can be played on different hosts (a), but some of these roles can be aggregated in two hosts, as shown in Figure 1 (b).

The OWAMP tool1 is an implementation of OWAMP, developed by Internet2 Consortium. This tool is designed to deliver one-way latency, packet loss, packet duplication, and jitter on an end-to-end paths [2]. Small UDP packets are used for the production of measurements (OWAMP-Test) and TCP is employed for test negotiation (OWAMP-Control).

The OWAMP tool comprises several applications for the execution of active measurement tasks, such as owping and owstats. One of these applications is powstream2, which creates a continuous stream of one-way latency tests by aligning together multiple OWAMP test sessions. This application works by contacting a daemon on the remote host. The powstream produces data in two formats: raw owamp data files and summary statistics. In addition, powstream data files have the same binary format saved from owping and can be parsed using owstats.

1One-Way Ping (OWAMP) - http://software.internet2.edu/owamp/
B. Measurement Federations

Sophisticated tools are necessary to monitor large and complex networks since it is required a great deal of effort and expertise from the network administrators. Network measurement toolkits can encompass monitoring and diagnosing tools in order to aid these administrators in their daily tasks. Besides that, such toolkits provide an interface for measurement scheduling, storage of data in uniform formats, and scalable methods to retrieve data. Management stations running such toolkits can be defined as measurement federations.

Measurement federations can aid network administrator teams and increase productivity when utilizing computational and human resources. The focus of these federations is to provide an end-to-end measurement infrastructure capable of network performance monitoring and troubleshooting. Some examples of such federations are the PERFormance Service Oriented Network monitoring ARchitecture (perfSONAR)\(^3\), the SamKnows\(^4\), the Grenouille Project\(^5\), and the Measurement Lab (M-Lab)\(^6\). Some of these federations have thousands of instances deployed world wide, many of which support open data regarding measurement results.

Several measurement federation toolkits are composed of a middleware designed as a Service Oriented Architecture (SOA) to provide federated measurements. In the corresponding federations, services federate with each other, usually locally and globally. In this context, the global federated infrastructure helps to identify and isolate problems in large networked environments. Besides that, services can be designed to automatically discover the presence of other nodes (which also present the same services). The current strongest barrier to the adoption of measurement federations has been interoperability of the toolkits.

There is an inherent human and computational cost related to the deployment of active measurement mechanisms, such as OWAMP, and their continuously operation, i.e., the management of measurement sessions. This cost is strongly related with the size and complexity of network infrastructures. Even using measurement federations, such cost decreases the measurement coverage, because it is usually not possible to monitor all network flows. In this context, solutions to improve the control of measurement mechanisms as well as increase their efficiency are vital.

III. MEASUREMENT CORRELATION IN FEDERATIONS

Open one-way active measurement solutions that are simple to implement and deploy are a valuable tool for network administrators. In this context, inter-domain one-way active measurement could become commonplace [2]. Besides that, one-way measurement tools, such as OWAMP, are usually present in measurement federations. Active measurement sessions must be activated to localize and diagnose performance problems in real-time. However, the activation of such sessions is expensive in terms of consumed resources.

Novel techniques in the area of monitoring and troubleshooting have been proposed to tackle resource consumption issues. One of the proposed concepts is the use of correlated peers to enable embedded and collaborative active SLA monitoring [4] [5] [6]. Network devices are correlated peers when they have similar measurement results considering specific metrics. The similarity is quantified through destination scores, which are produced through a comparison of measurement results in a sliding window [4].

We propose the use of destination scores in order to provide correlation features in measurement federations. Such correlation can be used to enable better cooperation features on these federations. For example, specific parts of a network may require more attention due to unexpected events. In this context, measurement nodes can co-operate to reduce operating costs, while providing satisfactory service level compliance. Therewith, the statistics used to correlate the measurement results play an important role in defining which measurement results are similar in terms of the properties required in the sample data (e.g., normality).

In this section, we present a solution to deploy measurement correlation. Such correlation could be deployed in the measurement federation nodes. In addition, we describe some some statistical tests which can be used for measurement correlation. Such tests can be performed through an efficient control of measurement sessions activation.

A. Proposed Solution

We instantiate our proposed solution considering a measurement federation which is defined as a SOA. The employed concept is that each service performs a a limited set of functionality. Some examples of services presented in the measurement federation toolkits are the initiation of performance tests, the storing of performance monitoring results, operations on data sets, registration and location of distributed services, and arbitration on the resources consumption. These services are self contained and provide functionality as either a single or federated deployment. In any case, nodes are designed to automatically discover the presence of other nodes (e.g., using a registration and location service).

In order to support measurement correlation, we describe a service for measurement correlation. Such service perform operations on data sets which have potential to be stored and replayed. Thus, it consumes raw and aggregated active measurement results (such as those produced by OWAMP powstream) which are collected and stored by corresponding services. Then, statistical functions are employed to compare collected measurements results. The result of a measurement correlation operation is the evaluation of destination scores. The service for measurement correlation is designed with distributed paradigm in mind, thus it is not necessary to run the measurement correlation on the same station which provides the collection and storage of measurement results.

---

\(^1\)perfSONAR - http://www.perfsonar.net/
\(^2\)SamKnows - http://www.samknows.com/
\(^3\)Grenouille Project - http://www.grenouille.com/
\(^4\)M-Lab - http://www.measurementlab.net/
The service for measurement correlation is designed to run statistics over changing datasets. Such statistics can be used by network operators to troubleshoot abnormalities and to assist intelligent monitoring and diagnosing tools to remediate network problems (e.g., through network reconfiguration). This can ultimately minimize the impact to end users regarding network faults. Deploying the service for measurement correlation can be done as an isolated application, or through a complete network management solution. For example, external visualization tools, such as Cacti\(^7\) and MRTG\(^8\), can be used to provide reports (e.g., graphics and tables).

The service for measurement correlation must comply with measurement federation policies. One of the possible applications is the activation control of measurement sessions. Such control can help the continuous monitoring of one-way metrics. In addition, the service for measurement correlation interacts through standardized exchange patterns (e.g., using a communication protocol). This can enable a cooperative approach over monitoring problematic destinations through an integrated use of remote network analysis functions.

**B. Statistical Tests for Measurement Correlation**

We propose the use of parametric and non-parametric statistics for measurement correlation. Statistical hypotheses about parameters concern the behavior of observable random variables. In parametric tests, the hypothesis is that the data distribution has a certain form, thus, it is possible to infer the value of one or more of its parameters. For example, the hypothesis that a given data distribution has either a specified mean or variance (or both) is statistical. On the other hand, non-parametric statistics make no assumptions about the probability distributions of the variables being assessed.

Measurement correlation can be performed using correlation coefficients produced by different tests. Such coefficients are a measure of statistical dependency between 2 variables, varying between -1 (total negative correlation) and +1 (total positive correlation). The Pearson product-moment correlation coefficient is a parametric correlation test which is used as a measure of the linear dependence between two variables. In addition, non-parametric correlation tests, such as the Spearman rank correlation coefficient can be also used. In this context, some works compared the values of Pearson’s and Spearman’s correlation coefficients on the same sets of data [7].

The distribution tests are used to verify whether samples originate from the same distribution, usually providing a measure which varies between 0 and +1 (statistical significance). The Student’s t-test (null hypothesis assumes that the means and variances of two samples are equal) and Welch’s t-test (null hypothesis assumes that only the means of two samples are equal). Since t-tests consider statistical parameters, they are classified as parametric tests. For exactness, it is required normality of the samples (especially when the sample size is small). Besides that, t-tests additionally requires that the sample variance follows a scaled $\chi^2$ distribution. When the normality assumption does not hold, non-parametric statistics should be considered. We propose the use of the the Wilcoxon Mann-Whitney test. In this context, some works compared the choice of either t-test or the Wilcoxon Mann-Whitney for specific statistical metrics [8].

**IV. CONCLUDING REMARKS**

Novel approaches are needed to foster wider adoption of measurement federations as well as enhancing their management capabilities. These toolkits can be conceived as a network-aware middleware for monitoring applications. Measurement correlation can be employed to improve the analysis of measurement data through cooperation features.

The present work focuses on the utilization of statistical tests to enable measurement correlation in SOA-based measurement federations as a service. We propose the use of correlation coefficients and distribution tests, both parametric and non-parametric, in order to implement such service. We use the powstream tool, which uses OWAMP as the active measurement protocol, as a model for our proposed solution. Although the proposed solution shows good properties, it is necessary to evaluate its results in simulation experiments considering measurement federation toolkits. Besides that, our ongoing work is to develop a prototype to use the service for measurement correlation in order to control the activation of OWAMP sessions in perfSONAR. In addition, further analysis could define features and settings required for this prototype, as well as a projection of the resource savings that could be obtained. Finally, measurement correlation could be applied to other active measurement tools, such as the Bandwidth Test Controller (BWCTL)\(^9\).
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