Abstract—The emerging hybrid cloud architecture allows organizations to optimize their computation needs and costs by maintaining their private computational infrastructure at high utilization and meeting peak requirements by offloading selected tasks to the public cloud. Consequently, there is a need to devise efficient systems equipped with online task cloudbursting algorithms that optimize the overall cost while maintaining adequate quality of service. Such algorithms must take into account the difference in communication and computational requirements associated with different tasks. For example, it is clear that when two tasks have the same local computational requirements, the one with the lower cloudbursting cost is a better candidate to be off-loaded and sent to the cloud.

In this paper, we address the case in which arriving tasks have the same computational cost but different communication costs. We design scheduling system based on online decision algorithms driven by the user’s local infrastructure constraints. We model the online scheduling problem as Markov Decision Process (MDP) problem and provide optimal policies for scheduling tasks either locally or remotely. We further explore the usage of MDP in different scenarios and prove the structural properties of the optimal policies in order to incorporate them into the decision engine. The design of the practical scheduling system is supported by the analytical results and numerical evaluations. We demonstrate the practical computational advantage of threshold type policies and provide an insight into their dependence on system parameters.

I. INTRODUCTION

The emergence of cloud computing is changing the ways in which organizations address their information technology (IT) needs. Cloud computing is a new way of increasing computational and storage capacity without investing in new infrastructure, training new personnel, or licensing new software. In theory, the cloud’s agility and elasticity make it the best IT infrastructure solution. However, many practical issues, such as limited network speeds, lack of strict SLA guarantees and cloud standards, limit the full adoption of a cloud model [2]. Consequently, there is a topical trend to leverage the best of both worlds by keeping the minimal essential IT infrastructure while adopting the public cloud either when it is more cost effective or when it is dictated by performance requirements. One of the terms which are frequently used to describe this paradigm is a "hybrid cloud". This term refers to organizations that own some of the computation infrastructure, while also utilizing the services of a cloud provider to augment or supplement the private infrastructure.

Another topical term associated with a hybrid cloud is "cloudbursting". According to this concept, in case the private data center runs out of computing resources, the organization "bursts" (i.e. offloads) workload to an external cloud on an on-demand basis. The internal computing resource is the "Private Cloud", while the external cloud is typically a "Public Cloud", for which the organization gets charged on a pay-per-use basis. Effective cloudbursting offers the organization a good trade-offs between overall computation costs, availability and performance. We term the online decision process which determines whether to locally process the tasks at the private cloud or to cloudburst them to the public cloud as a scheduling process.

The hybrid cloud’s environment poses new research challenges associated with effective task scheduling. If all the computational tasks were identical, a simple scheduling mechanism would track the backlog of tasks waiting for local execution; if the backlog crossed a certain value associated with the maximal allowed latency or maximal space limit, arriving tasks would be directed to the cloud. As the IT tasks are heterogeneous in terms of computation, communication and storage requirements, the cost-effective design of such task scheduling mechanisms becomes more challenging. Therefore, the goal of this paper is to explore the modeling of these new problems and to find the algorithmic solution to them.

To that end, we first propose a user-level scheduling system which comprises task scheduling algorithms. We assume that the goal of the cloud user is to minimize the cost of serving the arriving tasks by using the combination of a resource limited private cloud and cloudbursting while meeting a predefined QoS level. The model definition involves finding scheduling algorithms to handle the flow of several task types with different resource consumption requirements. Such algorithms must take into account the difference in communication and in computational requirements among different task types. The difference in requirements impose different cloudbursting costs.

Our scheduling system is equipped with optimal online decision algorithms for modeling and solving several associated MDP problems. The new system is designed to handle the task influx which consists of several task types with different cloudbursting costs. We show that the optimal scheduling policy has a threshold structure. That is, the optimal decision is to direct the tasks to a private cloud in case the number of already present tasks is below a certain threshold. Otherwise, the tasks must be cloudburst to the public cloud. The scheduling rule can be easily implemented due to the threshold structure of the optimal policy. Hence, the proof to structural properties of the optimal policy is provided.

To the best of our knowledge, this is the first work that proposes optimal scheduling policies utilizing control theory and MDP methods for the hybrid cloud environment, in which tasks can be either served in an existing private cloud or cloudburst onto the public cloud.

The optimization of a scheduling process naturally lends itself to an optimization of queuing system which can be tackled as an MDP problem. The direct techniques of finding the optimal policy for the corresponding MDP are related to the methods of value iteration, [7],[22],[31]. This process is known to become computationally consuming once the state space of a problem increases. Consequently, the mere understanding that
the optimal policy has a simple structure such as a threshold type, facilitates the computational effort of the scheduling process. Our proposed system is enhanced with estimation techniques which can be applied in order to calculate the optimal policy associated with MDP problems with significant reduction in complexity. Particularly, when system parameters change, policy adjustment can be effectively applied.

To summarize, the contribution of this paper is two-fold:

- A user-level scheduling system provided with the MDP based techniques, which calculates the decision whether to serve heterogeneous tasks in the private cloud or to cloudburst them onto the public cloud.
- The derivation of the optimal scheduling policy for the scenario presented above. We present and prove several structural properties of the optimal policy, i.e. the threshold-type policy. The threshold policy facilitates the online policy calculation (adjustment) with reduced complexity. The corresponding algorithm is provided.

A. Related Work

We refer to two related subtopics: cloudbursting decision systems that are related to the practical problem addressed in our paper and works which address MDP threshold policies that are related to our analytical results.

Cloudbursting: Only few works have addressed cloudbursting as a decision problem. An online scheduling system in a hybrid cloud is presented in [26]. Unlike this work, where the addressed performance metric is system response time which is heuristically minimized, the objective of our system is an optimization of the combined cost. [19],[20],[25] suggest a software solution to the interaction between the users and a cloud, but do not present efficient scheduling algorithms. [23] develops a rate-limiting architecture for the cloud. [13] presents the solution to the permanent migration of tasks to the cloud, while our paper addresses dynamic cloudbursting. Some works which present task scheduling combined with resource allocation in other systems can be applied to the cloud computing, e.g. [6],[11]. The methods used in the aforementioned papers are heuristic and therefore suboptimal, while we consider the optimal scheduling in hybrid cloud by using the solution to the corresponding MDP. The scheduling of resources inside the public cloud constrained by cost-aware metrics is formulated as a linear programming (LP) problem in [27]. The system closest to ours is described in [30]. However, similarly to [27], it employs LP methods.

MDP and threshold policies: The primary tools that we utilize are Markov Decision Process and proofs to the structural properties of the underlying optimal policy. Regarding the derivation of threshold-type policy for networking systems, numerous notable works can be found, e.g. [12],[10],[33],[29],[8],[18]. Other works are related to the analytical methods used in our paper. Specifically, tools from fluid and diffusion approximations have been applied to address the problem of resource allocation in other systems, numerous notable works can be found, e.g. [3],[4],[5],[14] and references therein. The approach presented in those papers extends the task influx model beyond the Poisson distribution constraint, which is the assumption throughout this paper. Arrival processes of other than Poisson distribution pose different analytical challenges and are left for the future work.

The rest of the paper is organized as follows. In section II, we describe the user perspective hybrid cloud scheduling system. We provide a detailed description of each component of the system. In section III, we concentrate on the MDP solution and its structural properties, where the cases of a single server for all tasks and a dedicated server for each task type are treated separately. Consequently, we show the corresponding one-dimensional or multi-dimensional thresholds. The final section is devoted to numerical results and practical models.

II. USER PERSPECTIVE HYBRID CLOUD SCHEDULING SYSTEM

We start with presenting a user perspective scheduling system in a hybrid cloud environment. The system controls the user environment, which contains a private cloud with limited computational resources and an access to a public cloud. Particularly, it performs a real-time scheduling of the influx of heterogeneous tasks. The block representation of the system is illustrated in Figure 1. The components of the system include the analysis of input processes, the computation of scheduling policy by solving the MDP problem, policy adjustment, the scheduling unit which implements the optimal policy, and the cloud toolkit which maintains the control channel with the public cloud. We elaborate in detail the objective of each unit and show how different units interconnect. Relevant details about the configuration of the private and the public clouds, as well as the underlying assumptions, are brought therein too.

Private cloud configuration: We assume that the computational capabilities of a private cloud are limited and fixed. Clearly, in case there is a performance independence among different task types, the problem can be effectively split into separate independent problems. However, in a practical system, there is a common resource shared by all tasks regardless of the task type. We express this limitation by using a finite shared task buffer, and that can be viewed either as a waiting delay constraint or as a task capacity constraint. We view two basic server settings (configurations) of a private cloud:
• Single-server model. Specifically, a private cloud has a single server resource which serves all the tasks in a FIFO order with equal service rates. In this case, tasks of different types compete with each other over the computational resources.

• Multi-server model. Here, we assume that each task type can only be processed by a dedicated server, but the tasks share a common storage infrastructure. In this case, tasks of different types compete with each other over the storage resources.

In order to simplify the mathematical treatment of the MDP, we assume no maintenance (holding) cost in a private cloud. However, it can be easily shown that convex, e.g. linear holding cost inflicts no complication regarding the optimal solution and no change in the structure of the optimal policy.

Input process profiler: The task input is fed to the scheduling unit and tracked by a special unit which performs input process analysis (profiling), denote it as (IP). The main objective of the IP is task profiling, i.e. an estimation of the arrival rate corresponding to each task type. Throughout the paper, we assume that the arrival rate of each task type can be estimated as constant over long time periods, i.e. the arrival processes are quasi-constant.

Scheduling policy computation: The scheduling policy computation is provided by a designated unit. The input to this unit is the average arrival rates of the tasks which are fed by the IP, as well as the prices corresponding to each task type. The output of this unit is the optimal policy structure which is calculated by solving the corresponding MDP. As demonstrated in the next section, the optimal policy is a threshold policy. Thus, the decision rule which is provided for the scheduling unit is rather simple to implement.

To this end, sub-units of this unit are Policy Evaluation (PE) sub-unit and Policy Adjustment (PA) sub-unit. The PE sub-unit implements the value iteration of the MDP resulting in a numerically calculated value function. Then it finds the optimal policy which corresponds to the value function. (See [7] for the IP’s task profiling and solution). The PA sub-unit comes in use once a particular change in parameters occurs, such as an update of pricing for the cloudbursting of one of the task types onto the public cloud, or a change in arrival rate. Consequently, a policy estimation technique might be applied, while an “old” policy is used in order to find the updated policy. The implementation involves the details of the value iteration procedure and is referred to in section IV. The utilization of the PA sub-unit is especially effective for the multi-dimensional case, in which the state space of the MDP is comparatively large, and the value iteration process is a resource-consuming procedure. The computational effectiveness of the policy estimation procedure is influenced by the fact that the optimal policy has a threshold type structure. Therefore, providing the proof to the threshold type structure of the optimal policy is important. For simple settings, where all the task types are served by a common FIFO server, or by FIFO servers dedicated to each task type. We prove the structural properties of the optimal policy for the both cases. The difficulty posed by both problems is the finite buffer, and is not extensively addressed in previous works. For example, the problem analyzed in [8] considers maximization objective, therefore it differs from our settings. As is elaborated below, the single server model dictates a one-dimensional state space, regardless of the number of task types. The dimension of the state space of the multi-server model is equal to the number of task types, i.e. the number of dedicated servers.

We present two different proofs of existence of threshold-type optimal policies for the both settings. In the multi-dimensional case the proof, which is presented in III-B is based on theorems proved in [16], while for the one-dimensional case we present a novel proof using different techniques.

A. Threshold policy of single-server case

In the following, we present the details of the single-server model. Arriving tasks that are backlogged for local execution are queued. Such tasks cannot be cloudburst any longer, since service is FIFO and non-interruptible. The number of tasks awaiting service never exceeds a certain limit denoted as B. Therefore, a new arrival occurring while there are already B tasks in the queue is sent to the cloud. As mentioned above, the tasks influx is heterogeneous, meaning that different communicating costs are associated with each task type if handed to the cloud. Denote by k the number of task types. A
cost $C_i$ (includes processing and communication) is incurred whenever a type-$i$ task is sent to the cloud. The types are labeled in such a way that

$$C_1 \geq C_2 \geq \cdots \geq C_k > 0. \quad (1)$$

For the sake of simplicity, we assume that the task processing time distribution at the private cloud is independent of the task type. Upon each arrival, a decision is to be made (assuming the buffer is not full) whether to accept the task to the private cloud or to offload it to the public cloud and pay the corresponding cost. Denote by $A_i$ and $R_i$, $i = 1, \ldots, k$, the counting processes for arrival and, respectively, remote offloading (cloudbursting), for type $i$. Namely,

$$A_i(t) \text{ represents the number of tasks of type } i \text{ that have arrived up to time } t,$$

$$R_i(t) \text{ represents the number of tasks of type } i \text{ sent to the cloud up to time } t.$$

All counting processes mentioned in this paper are assumed to have right-continuous sample paths. Further, $A_i$ are modeled as independent Poisson processes of intensities $\lambda_i$, respectively, and the service time distribution is assumed to be exponential of rate $\mu > 0$, independent of the task type. Next, for each $i$, let $U_i(t)$ be a process taking values in $\{0, 1, \ldots, B\}$, describing the control decisions determining $R_i$ from $A_i$. Namely, $U_i(t) = 1$ if and only if a type-$i$ task arriving at time $t$ is sent to the cloud. As a result, we can write

$$R_i(t) = \int_0^t U_i(s)dA_i(s) \quad (2)$$

The total number of tasks being enqueued in the private cloud is denoted by $X(t)$. The initial condition of $X$ is denoted by $x \in \{0, 1, \ldots, B\}$. The process $X$ is given by

$$X(t) = x + \sum_{i=1}^k A_i(t) - \sum_{i=1}^k R_i(t) - D(t), \quad (3)$$

where $D$ denotes the departure process, counting the number of completed tasks (of all types). The logical diagram which describes the MDP model is shown in Figure 2. The total discounted cost associated with a control process $U(t) = (U_1(t), \ldots, U_k(t))$ is given by

$$J(x, U) = E\left[\int_0^\infty e^{-\gamma s} \sum_{i=1}^k C_i dR_i(s)\right], \quad (4)$$

where $\gamma > 0$ is a discount factor.

A control process $U$ is said to be admissible if (i) it is adapted to the filtration generated by $(\{A_i\}, X)$; and (ii) under $U$, the process $X(t)$ satisfies the constraint

$$X(t) \leq B \text{ for all } t. \quad (5)$$

The first condition expresses the requirement that control decisions are made based on events from the past and present, so that the decision maker has no access to information from the future. The second condition addresses the buffer limit: If for some $t$ one has $X(t) = B$ and a task of type $i$ arrives then $U_i(t)$ must be set to 1. The class of all admissible control processes is denoted by $U$. The value function for the optimal control problem is defined as

$$V(x) = \inf_{U \in U} J(x, U), \quad x \in \{0, 1, \ldots, B\}. \quad (6)$$

This is a problem of continuous time Markov decision processes. For such a problem a principal tool is the characterization of the function $V$ as the solution to a Bellman equation. Using this tool we can show that a policy of threshold type is optimal.

**Remark 3.1:** It is natural to work with an average cost rather than a discounted one. However, it is well known that, provided $\gamma > 0$ is sufficiently small, the optimal policies with and without discount, are the same. We later detail about what is known as Blackwell optimality.

Denoting $\delta = (\mu + \gamma + \sum_{i=1}^k \lambda_i)^{-1}$, the value function uniquely solves the Bellman equation (see e.g., [31] Chapter 8)

$$V(x) = \delta \mu V(x - 1) + \sum_{i=1}^k \delta \lambda_i \min[V(x) + C_i, V(x + 1)], \quad x \in \{0, 1, \ldots, B - 1\}, \quad (7)$$

with boundary conditions

$$V(0) = \delta \mu V(0) + \sum_{i=1}^k \delta \lambda_i \min[V(0) + C_i, V(1)],$$

$$V(B) = \delta \mu V(B - 1) + \sum_{i=1}^k \delta \lambda_i [V(B) + C_i]. \quad (8)$$

Denoting $\delta' = (\gamma + \sum_{i=1}^k \lambda_i)^{-1}$, the boundary condition at zero could be written in a more standard form as $V(0) = \sum_{i=1}^k \delta' \lambda_i \min[V(0) + C_i, V(1)]$. However, the form (8) will be useful in the analysis.

The threshold structure is provided by the following.

**Theorem 3.1:** There exist constants $B - 1 = b_1 \geq b_2 \geq \cdots \geq b_k$ such that the following policy is optimal:

- $U_i(t) = 0$ if and only if $X(t) \leq b_1$; that is, always accept type-1 tasks unless the buffer is full;
- For $i = 2, \ldots, k$, $U_i(t) = 0$ if and only if $X(t) \leq b_i$; that is, accept type-$i$ tasks if and only if the buffer contains $b_i$ or fewer tasks awaiting service.

The rest of this section is devoted to the proof of this result. The first step will be to prove that $V$ is nondecreasing and convex. To this end, consider the operator $T$, acting in the
The space of functions from \( \{0, 1, \ldots, B\} \) to \( \mathbb{R} \), defined as
\[
TU(x) = \delta \mu U(x - 1) + \sum_{i=1}^{k} \delta \lambda_i \min[U(x) + C_i, U(x + 1)],
\]
for \( x \in \{1, 2, \ldots, B - 1\} \)
\[
TU(0) = \delta \mu U(0) + \sum_{i=1}^{k} \delta \lambda_i \min[U(0) + C_i, U(1)],
\]
and
\[
TU(B) = \delta \mu U(B - 1) + \sum_{i=1}^{k} \delta \lambda_i (U(B) + C_i),
\]
(9)
for \( U : \{0, 1, \ldots, B\} \to \mathbb{R} \). Then the Bellman equation reads \( TV = V \). Denote
\[
\|U\| = \max_x |U(x)|
\]
(10)
and let \( S \) be the set of functions from \( \{0, 1, \ldots, B\} \) to \( \mathbb{R} \) that are nondecreasing, convex, and having slope bounded by \( C_1 \), that is
\[
U(x + 1) - U(x) \leq C_1, \quad x \in \{0, 1, \ldots, B - 1\}.
\]
The following lemma asserts that \( T \) preserves \( S \), and moreover, acts on it as a strict contraction.

**Lemma 3.1:** One has \( TS \subset S \). Moreover, there exists a constant \( a \in (0, 1) \) such that
\[
\|TV - TW\| \leq a\|U - W\| \quad \text{for every } U, W \in S.
\]

**Proof:** To prove the first assertion, let \( U \in S \) be given. Then for \( 2 \leq x \leq B - 1 \),
\[
SU(x) - TVU(x - 1) = \delta \mu (U(x - 1) - U(x - 2)) + \sum_{i=1}^{k} \delta \lambda_i \min[U(x) + C_i, U(x + 1)] - \min[U(x - 1) + C_i, U(x)].
\]
(11)
Hence, using the nondecreasing property of \( U \), \( TU(x) - TU(x - 1) \geq 0 \). A similar calculation for \( x = 1 \) and \( x = B \) gives \( TU(x) - TU(x - 1) \geq 0 \) as well, and the nondecreasing property of \( TU \) follows.

To show that the slope of \( TU \) is bounded by \( C_1 \), we use again (11). Since \( U \) satisfies such a condition, it follows that \( U(x - 1) - U(x - 2) \leq C_1 \) and that each of the expressions in curly brackets is bounded by \( C_1 \). Since \( \delta \mu + \sum_{i=1}^{k} \delta \lambda_i \leq 1 \), it follows that \( TU(x) - TU(x - 1) \leq C_1 \). A similar calculation for \( x = 1 \) and \( x = B \) gives an analogous result, and it follows that the slope of \( TU \) is bounded by \( C_1 \).

To prove that \( TU \) is convex, we use the fact that if \( W \) is any convex function mapping \( \{0, 1, \ldots, B\} \) to \( \mathbb{R} \) and \( C \) a constant, then the function \( Z : \{0, 1, \ldots, B\} \to \mathbb{R} \) defined by
\[
Z(x) = \begin{cases} 
\min[W(x) + C, W(x + 1)] & \text{if } x \leq B - 1, \\
W(B) + C & \text{if } x = B,
\end{cases}
\]
is also convex. The elementary proof of this fact is omitted. Denote the transformation mapping \( W \) to \( Z \) by \( TC \). That is, \( Z = TCW \). Then \( TU \) can be written as
\[
\delta \mu \bar{U} + \sum_{i=1}^{k} \delta \lambda_i Z_i,
\]
where \( Z_i = TC_i U \), and
\[
\bar{U}(x) = \begin{cases} 
U(x - 1) & \text{if } x > 0, \\
U(0) & \text{if } x = 0.
\end{cases}
\]
Owing to the fact that \( U \) is convex and nondecreasing, \( \bar{U} \) is seen to be convex. It follows that \( TU \) is convex, as the sum of \( k + 1 \) convex functions.

We have thus shown \( TU \in S \). Since \( U \in S \) is arbitrary, this proves \( TS \subset S \).

To prove the second assertion, let \( U, W \in S \). Consider first \( x \in \{1, 2, \ldots, B - 1\} \). By (9), denoting \( a \lor b = \max(a, b) \), \( a \land b = \min(a, b) \) and using the inequality
\[
[(a \lor b) - (c \land d)] \leq |a - c| + |c - d|
\]
we have
\[
\|TU(x) - TW(x)\|
\]
\[
\leq \delta \mu (U(x - 1) - W(x - 1))
\]
\[
+ \sum_{i=1}^{k} \delta \lambda_i [(U(x) - W(x)) \lor |U(x + 1) - W(x + 1)|]
\]
\[
\leq a\|U - W\|,
\]
where \( a = \delta \mu + \sum_{i=1}^{k} \delta \lambda_i \). By the definition of \( \delta \), \( a < 1 \). For \( x = 0 \) and \( x = B \), the calculation is similar, and gives the same result, namely \( |TU(x) - TW(x)| \leq a\|U - W\| \). We conclude that \( |TU - TW| \leq a\|U - W\| \).

**Proof of Theorem 3.1.**

We use the contraction mapping principle (see e.g. [24, Theorem V1.8]). The set \( S \), equipped with the metric \( \rho(U, W) = \|U - W\| \) is a complete metric space. The map \( T : S \to S \) is a strict contraction, as shown in the above lemma. As a result, \( T \) has a unique fixed point. That is, there exists a unique \( U \in S \) for which \( TU = U \). Recall that \( V \) is the unique solution to the same equation in the space of all functions from \( \{0, 1, \ldots, B\} \) to \( \mathbb{R} \). As a result, \( V = U \). This shows \( V \in S \), namely, that \( V \) is nondecreasing and convex.

In order to show the threshold property of the policy, we employ the method from [31], which builds on convexity. One can read off an optimal feedback control from the Bellman equation (16), as follows. Given \( 0 \leq x \leq B - 1 \), if a class-\( i \) arrival occurs when \( X(t) = x \), send it to the cloud (and pay \( C_i \)) if and only if
\[
V(x) + C_i < V(x + 1). \quad (13)
\]
Since \( V \) is convex, \( V(x + 1) - V(x) \) is nondecreasing in \( x \), and so, if (13) holds for some \( (i, x) \), it also holds for \( (i, x') \) for all \( x < x' \leq B - 1 \). In other words, class-\( i \) task acceptance occurs if and only if \( X(t) < b_i \) for suitable constants \( b_i \). The ordering of \( b_i \), as alluded to in the statement of the theorem, is also clear by this argument. It remains to show that \( b_1 = B - 1 \). By the above discussion, it suffices to show that \( V(x) + C_i \geq V(x + 1) \) for all \( 0 \leq x \leq B - 1 \). This, however, follows from the fact that the slope of \( V \) is bounded by \( C_1 \), as \( V \in S \).

**B. Threshold policy in a multi-server setting**

We now turn to the setting of dedicated servers. Since the buffer is common for all \( k \) types of tasks the state space is \( k \)-dimensional. The process \( X \) is given by
\[
X(t) = \sum_{i=1}^{k} X_i(t) = x_i + \sum_{i=1}^{k} A_i(t) - \sum_{i=1}^{k} R_i(t) - \sum_{i=1}^{k} D_i(t),
\]
where \( D_i \) denotes the departure process, counting the number of completed tasks of type \( i \). There is no change in the definitions of \( A_i, R_i, U_i \). The control process \( U = \{U_1, U_2, \ldots, U_k\} \) is said to be admissible if (i) it is adapted
to the filtration generated by $\{\{A_i\}, X\}$; and (ii) under $U$, the process $X(t)$ satisfies the constraint
\[
X(t) = \sum_{i=1}^{k} X_i(t) \leq B \text{ for all } t.
\] (15)

The definitions of $J(x, U)$ and $V(x)$ undergo no change.

Denote the service rates of the dedicated servers as $\mu_i$, $i \in \{1, \ldots, k\}$, and $\delta = (\sum \mu_i + \gamma + \sum \lambda_i)^{-1}$. The value function uniquely solves the Bellman equation which is given as follows:
\[
V(x) = \delta \sum_{i} \mu_i V(x - e_i)^+ + \\
\sum_{i=1}^{k} \delta \lambda_i \min[V(x + e_i) + C_i, V(x + e_i)] + \left(\sum_{i} x_i - B\right)^+ Y 
\] (16)

where $x$ is the initial state vector, $e_i$ is a vector of size $k$ with all zeroes at coordinates $j \neq i$ and 1 at coordinate $i$ and $Y$ is some sufficiently large constant. The last component stands for the constraint of no scheduling beyond the buffer limit $B$. This formulation covers all the boundary conditions and will be useful for the proof (see chpt. 10 of [16] for this method of notation). The scheduling to a private cloud is performed then $U_i = 0$, and the cloudbursting is done then $U_i = 1$. We term the property of switching of $U_i$ from 0 to 1 in adjacent states $x, x', x < x'$, as an increasing of $U_i$ in $x$.

The policy structure is provided by the following.

**Theorem 3.2:** For any task type $i$ and any state $\{x_j\}, j \in \{1, \ldots, k\}$, $U_i$ is nondecreasing in $x_j$.

We prove this result relying on theory presented in [16].

To this end, consider the operator $T$
\[
TU(x) = \delta \sum_{i} \mu_i V(x - e_i)^+ + \\
\sum_{i=1}^{k} \delta \lambda_i \min[V(x + e_i) + C_i, V(x + e_i)] + \left(\sum_{i} x_i - B\right)^+ Y 
\] (17)

for $U : \{0, 1, \ldots, \infty\} \rightarrow \mathbb{R}$. Then, the Bellman equation reads $TV = V$. Note that we do not restrict the state space to $\{0, 1, \ldots, B\}$, because addition of the last component in equation (18) assures that any state for with $\sum_{i} X_i > B$ is unreachable. Consider the norm defined as in (10), and let $S$ be the set of functions from $\{0, 1, \ldots, \infty\}$ to $\mathbb{R}$ that are nondecreasing, convex and supermodular. We stick to the definition of convexity and supermodularity of Chapter 6 in [16] as follows:

- $f(X)$ is convex in $x_i$ if $2f(X) \leq f(X + e_i) + f(X - e_i)$.
- $f(X)$ is supermodular in $x_i, x_j$ if $f(X + e_i + e_j) - f(X + e_i) \leq f(X + e_i) - f(X), \forall j \in \{1, \ldots, k\}$

The following lemma asserts that $T$ preserves $S$, and moreover, acts on it as a strict contraction.

**Lemma 3.2:** One has $TS \subset S$. Moreover, there exists a constant $\alpha \in (0, 1)$ such that
\[
\|TU - TW\| \leq \alpha\|U - W\| \text{ for every } U, W \in S.
\]

**Proof:** To prove the first assertion, let $U \in S$ be given. Next we split $T$ to the separate operators, associated with departure, controlled arrival (admission) and with the constant $Y$. We rewrite (18) as follows:
\[
TU(x) = \delta \sum_{i} T_{D_1(i)} U(x) + \delta \sum_{i=1}^{k} T_{CA_1(i)} U(x) + TV U(x) 
\] (18)

To prove that $TU$ is convex, nondecreasing and supermodular we use Theorem 7.2 and Theorem 7.3 of [16], which prove all these properties for the operators $T_{CA_1(i)}$ and $T_{D_1(i)}$ correspondingly. It is easy to see that the operator $TV$ preserves the properties as well.

The proof of the second assertion is similar to that of in theorem 3.1 and thus omitted.

**Proof of Theorem 3.2.** Similarly to the proof of 3.1, we use the contraction mapping principle (see e.g. [24, Theorem V.18]) to show that $V \in S$, namely, that $V$ is nondecreasing, convex and supermodular.

In order to show the nondecreasing property of the policy, we again employ the method from [31], which builds on convexity. In a similar way, one sees that since $V$ is convex, $V(X + e_i) - V(X)$ is nondecreasing in $x_i$, and since $V$ is supermodular, $V(X + e_i) - V(X)$ is nondecreasing in $x_j$, $\forall j \neq i$. Consequently, class-$i$ task acceptance is nondecreasing in number of tasks of any type present in the private cloud.

The optimal policy demonstrated in Theorem 3.2 implies geometrical properties of scheduling rules, so that there exists a continuous region where the tasks are scheduled to the private cloud. The example of the optimal policy of scheduling in a system of two task types with two dedicated servers is demonstrated in Figure 3. There are two lines which form the regions where the tasks of the corresponding type are scheduled to the private cloud. The intersection of the regions stands for the states where both task types are accepted to the private cloud.

**C. Connection to average cost objectives**

We have demonstrated properties of solutions to hybrid cloud optimization problems using MDPs with discounted cost/reward criteria. For the long-run goals it makes sense to optimize average cost criteria. The relation between the two types of cost is well-understood (Blackwell optimality, see e.g. [7, Chapter 4.1]). In particular, when the discount factor $\gamma$ is sufficiently close to zero, the optimal policy for discounted cost is also optimal for the long-run average cost.
IV. Numerical Evaluation and Policy Adjustment

This section addresses the implementation of optimal scheduling policy computation. The optimal solution and its dependence on the system parameters are numerically evaluated. In the absence of any optimal policy, the numerical calculation process, denoted as basic value iteration, is performed as follows:

1) Initialize the vector of the value functions of the size corresponding to the state space.
2) Iteration step: Use the contracting property of the corresponding Bellman equation to perform iterations for the vector of the value functions.
3) Calculate the difference with the results of the previous iteration. If the difference is smaller than a predefined error level, go to the final step, otherwise go to the iteration step.
4) Calculate the optimal policy for each state by applying the part of the Bellman equation which contains the \( \min \) operator. (Equation 16).

Since the final value function is unknown, the initial values at step 1) may be arbitrarily chosen. Note that step 4) does not need to be performed for the entire vector of the value functions, but until the threshold is found. The latter stems from the threshold property of the optimal policy. In this section, we present an algorithm which facilitates the implementation of the PA unit, as defined in section II. Note that we invoke the PA once there is a change in one of the parameters, e.g. the pricing of one of the task types. In order to effectively adjust the new scheduling policy which corresponds to this change, we aim to use the previous value functions and the previous policy.

The usage of an approximate value function is aimed to overcome the "curse of dimensionality", the known phenomenon which refers to the complexity of the MDP in systems with large state spaces. The approach is generally addressed in [17], where the approximate representation of the value function and the solid understanding of the system are exploited for the effective solution. In order to fulfill our objective, we study the influence of variations in system parameters on the value functions and on the optimal policy. We give selected examples of threshold policies for sample systems in order to explore the impact of system parameters. Next, we formulate a computationally-effective algorithm for the policy adjustment.

A. Numerical results for the scheduling model

We first observe the thresholds for different systems. For simplicity, we focus on single-server systems but our conclusions are valid for multi-server settings as well. We use current real-world pricing data, taken from leading cloud providers. The examples for one-dimensional models are presented in Table I. Each line refers to a different case, and the prices are taken from the Amazon EC2 pricing list, [1]. In particular, the first case reflect spor-hour prices of high-memory Reserved Instances (RI). The three prices refer to extra large, double extra large, and quadruple extra large, all lightly loaded instances (note that the prices are higher for lightly loaded resources), where each instance is selected to fit the corresponding task type. The second line represents prices for the standard extra large RI, standard large RI, high-memory extra large RI, for medium, light and heavy loads correspondingly. The first two cases in table I demonstrate the dependence of the thresholds on the price differences. As the difference between the prices decreases, the thresholds of the cheaper task types increase. The two other cases represent different task settings which include standard, high-memory, cluster GPU, high-CPU, RI under different loads. Note that a threshold value of "−1" means that the task is always cloudburst to the public cloud.

1) Impact of the load: Next, we consider the impact of the local load (i.e. at the private cloud) \( \rho = \frac{\mu}{\lambda} \) on the thresholds and on the value function. The setting of three task types priced as in the third case in table I, and of the private cloud buffer of size \( B = 100 \) is tested under a variable load starting at 0.3 and ascending to 6.0. The results are seen in Figure 4. While the value function increases with the load, the thresholds of the tasks with the lowest price decrease. The latter stems from the fact that the system "prefers" to reserve the space for the most expensive task type. Note that the ordering of the thresholds stays constant. We conclude that the optimal policy for the higher/lower load can be estimated once the optimal policy for the lower/higher load is known.

2) Variations in task prices: We evaluate the effect of the variations in task prices. The price for the certain task type can be altered due to both the change in pricing offered by the public cloud (e.g. dynamic pricing on Amazon, [1]), and to the tasks specification (e.g. tasks need to change from standard VM to advance VM, [9]). Consider the evaluation of a system with three task types. The first and third tasks are as in first case of table I. The pricing of the second task type varies, such that its initial value is equal to the pricing of the first task while the final one is higher than that of the third. The load \( \rho < 1 \) is fixed. The results are shown in Figure 5. The threshold of the second task type gradually increases until it surpasses the threshold of the third task type. The value function increases as well, while the threshold of the cheapest task decreases.

The "intensity" of the variations in the threshold highly depends on the load. We observe this in the same setting but with the load \( \rho = 5 \), where \( \lambda_i > \mu \) for all \( i \). In this case, the thresholds alternate right once the prices become equal. This is due to the fact that for the high load most of the tasks are
cloudburst. However, if the arrival rate of the type 2 tasks is significantly lower than $\mu$ (see Figure 6), the decrease in the threshold of the type 3 tasks is moderate. This is due to the given low arrival rate and to the observed small cloudbursting probability. The latter causes low cloudbursting intensity. For the same reason, the value function increases very slowly once $C_2 > C_3$.

We conclude that the impact of the system parameters highly depends on the setting and on the interdependence between the different parameters. Consequently, the system dynamics must be well understood, and the update in parameters must be carefully examined. See [28] for more numerical results, examples and discussion.

B. Adjustment of the threshold-type policy

Based on the observations above, we propose a computation-effective algorithm for finding the optimal policy for the system which undergoes changes in its parameters. As an example, consider a single-server system whose thresholds and the vector of the value functions are known. Observe some arbitrary task type $i$ whose threshold is equal to $b(i) < B$.

Clearly, $V(x) + C_i \geq V(x+1)$ for all $x < b(i)$. Next, suppose that the pricing of task type $i$ increases. We estimate the new threshold as, say, $b'(i) = b(i) + 1$. Therefore, we increase the value functions by an amount proportional to the increase in the price of task type $i$ in order to get a new approximated vector of $V'(x)$, so that $V'(x) + C_i \geq V'(x+1)$ for all $x < b'(i)$. Then, the policy iteration is continued by using the values of $V'(x)$. The algorithm for policy adjustment is summarized as follows:

1) Observe the optimal solution for the initial system and estimate the new thresholds in accordance with the parameter which has been altered.

2) Estimate the new value function based on the estimation performed in the previous stage.

3) Continue the calculation of the new policy as in basic policy iteration using the new estimation in the initialization step.

Although the approximation of the new value function is heuristic, the eventual convergence to the optimal solution in step 3) is guaranteed. We could observe that the speed of the convergence is several orders faster than when estimation step is not used. The actual improvement in complexity increases with the space state. One understands from [17] that a similar method can be applied when the state-space of the new system is increased, e.g. when an additional task type appears or when the private cloud buffer is augmented. In these cases, the estimation step 2) might be less straightforward, although the complexity reduction is significant. We leave the details for the future work.

V. Conclusion

In this paper, the problem of scheduling and cloudbursting in a hybrid-cloud environment is analyzed. We present the system design for the optimal scheduling in a hybrid cloud and the corresponding analytical framework based on Markov Decision Processes. We present a novel approach to optimization problems in cloud computing by means of control theory and MDP methods. The proposed system is logically divided into units which perform tasks of a optimal policy computation, policy adjustment and scheduling. Our work presents the proofs to the threshold-type structure of the optimal policies. Our numerical results are based on current pricing data from leading cloud providers. The results demonstrate the threshold structure of the optimal policy. We exploit the latter for definition of policy adjustment algorithm.

Motivated by the current work, we analyze, in a work in progress, an extended version of the model, with general class-dependent service time distributions, under heavy traffic diffusion approximations. Our results show further structural properties of the optimal control problem in this asymptotic regime. In particular, the problem is shown to undergo a dimensionality reduction, in the form of a state space collapse. This constitutes an additional powerful tool for treating scheduling problems in cloud computing.
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