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Abstract—Modern IT service provider organizations are under a continuous pressure to increase their competitiveness. Ways to reduce costs while improving performance – in terms of effectiveness, productivity, and quality – of services are a key focus area for companies in the IT industry. The existence of human operators in this industry, although required, may introduce defects in the process. In IT service provider organizations, preventing human errors from affecting the system is critical because of the strict requirements for quality. Our work in this paper is inspired by Six Sigma and is based on partial automation and process redesign to prevent human errors from occurring, or at least to reduce their frequency. In particular, we analyze the usage of mashups as an effective approach to cope with errors introduced by human operators while performing their daily activities in the context of IT Service Management (ITSM).

I. INTRODUCTION

Modern IT service provider organizations are under a continuous pressure to increase their competitiveness. Ways to reduce costs while improving performance – in terms of effectiveness, productivity, and quality – of services are a key focus area for companies in the IT industry. However, despite all the solutions that have been proposed, modeling and optimizing human-centered processes remains a burdensome task. The human operator may be influenced by multiple factors and execute the process in a different way each time, thus introducing a significant variability in the final process outcome.

Automation is often used by the companies to obtain tight performance bounds [1]. However, that may not be feasible in some cases because of additional effort to deploy and maintain the automation infrastructure [2]. This is specially true when processes are constantly changing or are too complex to be automated. In such cases, the existence of human operators, although required, may introduce defects in the process. Previous researches have showed that human error is the largest contributor to reduced dependability in IT systems, and occur despite experience [3] [4] [5]. Even additional training and familiarity with systems cannot eliminate all the errors (i.e., mistakes, slips, or lapses) made by the human operator. For example, a database administrator can accidentally delete a semicolon when executing consecutive commands, which may lead to a system outage or to a permanently damaged data.

In IT service provide organizations, preventing human errors from affecting the system – by avoidance or interception – is critical because of the strict requirements for quality. Errors in such environment introduce a considerable variance in quality, thus reflecting in severe penalties from Service Level Objective (SLO) violations. Variability is measured as the number of defective units at the output of the process, and is usually addressed by IT service quality engineers using techniques from the manufacturing domain. For example, SixSigma [6] and Lean [7] are two popular methodologies used in conjunction (i.e., Lean Sigma [8]) to identify and remove the causes of defects and minimize the variability in both manufacturing and business processes.

In this paper we address the problem of reducing the occurrence of human errors in the Request Fulfillment process by using mashups technology. In the context of ITSM, mashups can be used to improve performance in human-centered processes through partial automation and process redesign. We propose a methodology inspired by SixSigma and based mashups to improve performance of ITSM processes by eliminating defects and reducing variability. In a previous work [9], we have showed that mashups are a feasible solution to tackle inefficiencies in ITSM processes, thus increasing the human operator productivity. Once more, we do not address exogenous elements, such as answering telephone calls. After all, we cannot change the human condition, but we can change the conditions under which humans work. In particular, we focus our work on error-prone activities performed by human operators that can be identified and quantified. The goal of our research is to analyze the usage of mashups as an effective approach to cope with errors introduced by human operators while performing their daily activities in the context of IT Service Management (ITSM).

The key contributions of our research work are:

- Introduce a comprehensive methodology to analyze error-prone activities in human-centered ITSM processes;
- Present a set of mashup patterns and interaction elements to cope with human errors;
- Provide a quantitative model to evaluate and predict the impact of employing such patterns in ITSM processes.

In order to reach these objectives, we focus on the Request
Fulfillment process, which is one of the operational processes in IT management and presents a high risk of human error. The proposed methodology uses the Human Error Assessment and Reduction Technique (HEART), which is widely used in the field of Human Reliability Assessment (HRA) for the purposes of evaluating the probability of a human error occurring throughout the completion of a specific task. Event Tree Analysis (ETA) is used for identifying and evaluating the overall probability of human error in the sequence of events performed during the Request Fulfillment process.

The remainder of this paper is organized as follows. In Section II we present the technical background related to this paper. In Section III we identify error prone activities in the context of ITSM and propose a methodology to account for those errors in Section IV. In Section V we introduce a set of mashup patterns and interaction elements for coping with human errors in ITSM processes. In Section VI we demonstrate the application of the proposed methodology on the request fulfillment process and present results of our case study. The paper concludes in Section VII, with a brief summary of our findings and an outline of future work.

II. BACKGROUND

The objective of this section is to review the technical background of our proposal, which includes more in depth discussions of human error assessment and the mashup technology.

A. Mashups

Over the past few years, a new set of Web 2.0 applications have gained interest from both industry and academia. These applications, termed as mashups, are Web applications created through the integration of external resources available on the Web (e.g., RSS feeds, Web services, and online APIs) [10]. Essentially, the main objective of mashups is to graphically combine and integrate disparate assets (e.g., presentation, data, and functionality) in new ways. Unlike traditional composition technologies (e.g., BPEL and WSCI), mashups are focused on the end-users, allowing them to create their own applications and encouraging cooperation and reuse.

Mashups can be created following the methodology proposed by Jhingran et. al [11]. In this methodology, three main steps are defined: ingestion, augmentation, and presentation. The ingestion is the process of gathering data from heterogeneous sources (e.g., Web services, RSS feeds, online APIs). During this process wrappers are often used to access and standardize the interested data. In the augmentation step, the retrieved data is integrated and transformed in order to create more meaningful information with purposes different from the original ones. During the presentation step, the result of the augmentation process is displayed in a Web browser to the human user. The presentation can range from a simple text file containing the results of the composition, to a complex and highly interactive map display.

Besides mashups can be created through traditional programming techniques, specific systems (i.e., mashup systems) can be employed by users with no programming expertise during the creation process. Such systems are Web-based development tools that enable end-users to create their own mashups; they are what an Integrated Development Environment (IDE) is to a programming language. Usually, mashup systems perform three main tasks: provide users with visual tools to define new mashups, store created mashups in mashup repositories or libraries, and execute mashups when requested. The three tasks are often performed from a single mashup system, but it is possible for a mashup to be created in one system, executed in another, and stored in a third to form a remote mashup repository.

In the context of ITSM, mashups can be used to improve performance in human-centered processes. We have ourselves [9] introduced a set of mashup patterns to address suboptimal execution of activities, providing a significantly improved orchestration of the process, thus improving the productivity. Further productivity, mashups can also be applied to decrease the number of errors introduced by human operators. The main concepts under the human error area and the technical background related are presented in the next subsection.

B. Human Errors

Human beings have the ability to execute multiple and complex tasks (mental and physical) at the same time. However, although skills and expertise level can vary among people, all humans reach their natural limits. When such limits are reached or exceeded, humans become susceptible to making errors.

Several works are found in the literature aiming to define “human error”. However, up to now, there is no agreement on a unique definition for the term. In this paper, we assume the definition proposed by Reason [12], who considers that erroneous actions include all situations in which a planned sequence of physical or mental activities failed to obtain a result and whose errors cannot be attributed to interventions of external causes. Reason’s work is based on the Skill, Rule, Knowledge (SRK) based approach [13], which introduces a classification for errors common to all professions (e.g., aviation, military, nuclear power, health care). These errors are of the following types:

1) **Knowledge-based errors** - Occur because of a deficit of knowledge. For example, a person may want to perform some plan or action, but the plan or action is implemented partially or incorrectly because of a lack of knowledge, thus not achieving the proper result;

2) **Rule-based errors** - Occur when a well-known rule is wrongly used, or a situation is misinterpreted. For example, when a person using a particular operating system is forced to use a different one, and then tries to perform the same actions even if the Graphical User Interface (GUI) is different;

3) **Skill-based errors** - Occur when actions are divergent to the original intentions. For example, when an user performs an automatic action, with little attention, and forgets to execute a specific task;

Reason [12] also introduced the Generic Error Modeling System (GEMS), which is an extension of the SRK approach. In that work, Reason observed that the type of errors can be
either involuntary or intentional. Involuntary actions (i.e., slips and lapses) are those that deviate from planned intentions and, thus, do not reach their goals. Intentional actions (i.e., mistakes and violations), on the other hand, are performed consciously but the desired result is not achieved. Figure 1 presents GEMS human error taxonomy.

![Generic Error Modeling System (GEMS)](image)

Previous investigations found that 61% of the human errors are skill-based, which means that humans are prone to slip and lapse with familiar tasks. When such tasks become harder, rule-based (28%) and knowledge-based (11%) become the most common failures made by humans. In the context of ITSM, human operators are well trained in specific areas of expertise and mostly of the work include routine tasks (e.g., dispatching service requests, configure database server, restore password). In this paper, we focus on such skill-based errors, which can be tackled through proper instrumentation.

C. Quantitative Modeling for Human-Error Assessment

Diverse techniques to account for human errors have been developed in the last few decades, such as Technique for Human Error Rate Prediction (THERP) [14], Justification of Human Error Data Information (JHEDI), and Human Error Assessment and Reduction Technique (HEART) [15]. Although such techniques might appear to be outdated, enhanced methods were not developed in the field of Human Reliability Assessment (HRA) [16]. These techniques are still used in diverse high-risk professions such as nuclear power, healthcare, and aviation. Previous investigations [17] [18] [19] have shown that all these techniques present a very significant correlation between their predictions and the corresponding real measurements of human errors.

In this paper, we quantify human reliability using HEART, which is considered the most comprehensive method in the field of HRA. HEART method does not require the use of real human error measurements to make the predictions; instead, it specifies 9 Generic Task Types (GTTs) and provides the nominal Human Error Probability (HEP) for each one. HEART also specifies 38 Error Producing Conditions (EPCs), which are factors that can affect human performance making it less reliable (e.g., distractions, overload). HEART methodology is based on the following four steps:

1) Identify all sub-tasks a system operator would be required to execute in order to complete an specific activity;
2) Identify the generic task type corresponding to the activity and its HEP;
3) Select the perceptible EPCs in the activity and that have a negative effect on the outcome;
4) Calculate the final HEP using the equation 1.

\[ HEP[\text{final}] = HEP \times \left( \prod_{i=1}^{n} [(EPC_i - 1) \cdot Ap_i + 1] \right) \]  

In this equation 1, \( HEP[\text{final}] \) is the final probability of human error for an specific activity, \( HEP \) is the nominal human unreliability accordingly to the task type, \( EPC_i \) is the ith error-promoting condition, and \( Ap_i \) is the proportion assessment factor (from 0 to 1) defined by the analyst. Because of space constraints, we suggest the interested reader to refer to the work of Williams [20] in order to observe \( HEP \) and \( EPC \) values in more details.

III. HUMAN ERRORS IN SERVICE MANAGEMENT PROCESSES

Continuous pressure on IT companies to increase their competitiveness forces human operators to reach or exceed their natural limits. Such constant effort, poorly designed systems, and lack of experience are examples why the human operators make errors during their daily activities [21]. In particular, we address in this paper error-prone activities, i.e., portions of an IT Service Management (ITSM) process characterized by high risk of human error, that can be measured through instrumentation or observation, and can be improved through design and automation. Errors in ITSM processes can occur due to a wide variety of causes, for example:

- **Attention Span**: As the number and complexity of tasks increase, our ability to focus and maintain our attention decreases;
- **Memory**: Our short term (or working) memory is limited to the equivalent of retaining around seven distinct items at a time. This may not be sufficient for active processing of some complex tasks;
- **Situation Awareness**: A person’s awareness (or not) and perception of different elements in their environment affect their information processing and actions;
- **Personal Resources**: the ability to process information appropriately diminishes as stress and fatigue increase.

In order to discover common error-prone activities in ITSM, we have analyzed tasks performed by a group of Subject Matter Experts (SMEs) in a very large IT Service Support and Delivery organization. Based on documents related to service incidents, it was possible to identify the non-exhaustive list of human errors presented below, presented in rough order from lowest to highest level. We illustrate these errors using two scenarios: a change management scenario in which a dispatcher assigns change requests to the appropriate technician, who is responsible for resolving them; and a continuity management scenario in which an analyst designs a disaster-recovery plan which will then be tested manually.
- **Action Errors** are associated with actions performed by an operator on an object (i.e., element of interest) and that change the state of the system. For example: the change request contains correct information, but the technician implements the change on the wrong server; the change request requires two technicians to operate in order (first reinstall the operating system, then install the data base) but the actions are performed out of order; the business recovery plan is complete but the tester fails to implement some part of the plan, causing the test to fail.

- **Retrieval Errors** are failures to retrieve correct information, either from memory or from a visual display, to be used in a further step. For example: the technician retrieves and acts upon a change request that had been assigned to a different technician; a business continuity analyst does not notice a list of required static IP addresses in the client configuration and so fails to include them in the business recovery plan.

- **Checking Errors** are errors that occur when the operator fails to check some information. It can be the combination of action and retrieval errors. For example: the technician marks the wrong change request as having been resolved.

- **Decision Errors** relate to the reasoning capabilities or training of the human operator and occur when the operator has to make an explicit choice between multiple alternatives. For example, a dispatcher assigns a change request to a technician who does not have the appropriate skill level for the task; an analyst suggests an unsuitable hardware substitution in a recovery plan.

- **Communication Errors** occur when the operator fails to pass information to another person, either in person or through a system (e.g., instant messenger, e-mail). For example: a dispatcher assigns a change request that had been assigned to him or her;

Where it is feasible, companies can reduce human errors through complete automation of the process. However, even where this is not possible, it is very often the case that the process may be partially automated, using software to alert the operator to potential errors or provide support to reduce task complexity [22] [23]. The next section presents a methodology for locating error-prone components of ITSM processes and applying partial automation in the form of mashups to reduce the potential for human error.

### IV. METHODOLOGY FOR QUALITY ASSESSMENT

We combine Six Sigma with various techniques to improve the performance of ITSM processes by eliminating defects and reducing variation. The HEART technique, for example, was extensively validated by experiment in other fields and represent one of the most widely used technique for Human Reliability Assessment (HRA) [17] [18] [19]. Event Tree analysis, in turn, is mainly used in the field of safety engineering and reliability engineering and can be used combined HEART to determine the probability of failure in a sequence of events. Finally, mashups represent an effective approach for eliminating root cause problems that degrade the quality in ITSM processes. Our methodology is based in the following stages:

1. The analyst works with a Subject Matter Expert (SME) to determine the process workflow and root causes of problems;
2. Using HEART technique the analyst determines the Human Error Probability (HEP) of each activity in the workflow;
3. Event Tree analysis is used to evaluate the performance of overall workflow;
4. The analyst identifies the most appropriate Mashup Patterns and interaction elements to solve problems;
5. The analyst evaluates the process once more to ensure improvements become embedded to the process.

Based on the obtained process workflow (stage 1) and on the individual HEP values for each activity (stage 2), the analyst builds an Event Tree (stage 3) to identify and evaluate the sequence of events in a failure scenario. Once the most error-prone activities are identified, the analyst selects the most appropriate mashup patterns to improve the process (stage 4). Finally, the analyst run through the methodology again (stage 5), from stage 2 to stage 4, in order to ensure the improvements become embedded, and to detect new improvement areas in the process.

Besides its simplicity and easy of application, the HEART technique presents several problems. For example, the Error Producing Conditions (EPCs) are not independent of each other; moreover, the use of the method is extremely subjective and relies heavily on the experience of the analyst; and finally, from a qualitative point of view, the EPCs are a useful list of factors to guide quality analysts, but the numerical values (i.e., Assessed Proportion of Affect ) are subjective and imprecise. In order to take into consideration such weaknesses, we have analyzed the values of 2024 EPCs chosen by Subject Matter Experts (SMEs) in 8 common ITSM activities.

<table>
<thead>
<tr>
<th>Class</th>
<th>Average</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0.1833</td>
<td>0.086157</td>
</tr>
<tr>
<td>Medium</td>
<td>0.5032</td>
<td>0.106578</td>
</tr>
<tr>
<td>High</td>
<td>0.8316</td>
<td>0.077288</td>
</tr>
</tbody>
</table>

A clustering algorithm, called k-means, was employed to group these EPCs’ values in clusters. k-means is a partitioning technique that groups a dataset into k clusters. The criterion used to assess the number of clusters is the average silhouette of the data. Three significant clusters – i.e., low (L), medium (M), and high (H) – have been identified. For each cluster we have measured the EPC value average, which will be used as input to expression 1. In Table I, we show these averaged results and the respective standard deviation σ. We employed “linguistic variable” to represent each cluster because it is very useful when situations are too complex of ill-defined to reasonably described in conventional quantitative expressions.
V. COPYING HUMAN-ERRORS IN ITSM PROCESSES THROUGH MASHUPS

As previously discussed, although required, the existence of human operators in ITSM processes can introduce a significant variability in the final process outcome. These operators execute multiple and complex tasks, usually employing different systems, and them becoming susceptible to making errors. In our previous work [9], we have introduced a set of mashup patterns for eliminating inefficiencies in ITSM processes, thus improving the human operator’s productivity. Such inefficiencies are caused by insufficient design of the process itself, or defects in the tools being used. We argue that these mashups patterns can be used to cope with human errors too. In special interest of this paper, we analyse involuntary actions (i.e., slips and lapses) performed by human operators and that can be tackled through instrumentation and redesign. The list bellow summarizes the mashup patterns we have introduced before.

- **Alerter pattern**: periodically monitors a system of interest on behalf of the user and, based on previously established conditions, sends notifications only when events of interest take place;

- **Importer pattern**: abstracts the different methods used to access the external data so that data consistency maintenance becomes transparent to the user;

- **Transformer pattern**: enable the processing of certain types of data and thus both materializing the compatibility between systems and satisfying the requirements of the IT process;

- **Displayer pattern**: enforces the concept of a “single pane of glass”, allowing the combination of data from multiple sources and present the results of this combination in a Web page.

In order to prevent human errors from occurring, or at least to reduce their frequency, we have created a new type of interaction elements, called Error Prevention modules, to be used by mashup developers. These interaction elements are used to hide technical details from the mashup developer [24]. We define two types of this Error Prevention module: Buffer module and Forcing module. The Buffer module allows developers to specify for how long time a specific action should be delayed before being executed, thus providing a recovery window during which an erroneous action can be cancelled. According to Reason [12], roughly 78% of human errors can be detected immediately after they are executed. The Forcing module, on the other hand, allows developers to introduce confirmation points in the process workflow in order to force the human operator to consciously accept them before proceeding with the mashup execution.

In Figure 2, we provide an example illustrating how the Error Prevention modules are used in the creation of a mashup application. In Step (1) two adaptation modules are used to retrieve information from external data sources, which is merged in Step (2). The result of this composition is sent to a third system using another adaptation module (5). Buffer and Forcing modules are used (Step (3) and Step (4)) to first, force the human operator to confirm if the mashup should continue its execution, and second to wait for an amount of time before sending the merged data to the external system.

VI. CASE STUDY AND EVALUATION

We concentrate on the Request Fulfillment process, one of the operational processes in IT Management, responsible for carrying out service requests, and that interfaces with Service Desk, Incident Management, and Change Management. ITIL v3 describes it as “management of customer or user requests that are not generated as an incident from an unexpected service delay or disruption” [25]. This process includes two main activities: support the requests (i.e., tickets) made by the customers, and solve those requests. The first activity is performed by system administrators (SAs) responsible for solving specific requests; the second activity is executed by dispatchers, who are human operators responsible for monitoring new requests, dispatching requests to the right SAs, and monitoring compliance with Service Level Agreements (SLAs).

A. Dispatch Activity

In this paper we focus our analysis on dispatch in Request Fulfillment, an activity centered on humans with knowledge of standard fulfillment procedures. Once the customer creates a new request (i.e., incident, problem or change request) in Service Desk, a ticket is routed to a dispatcher who is responsible for analyzing the ticket and determining the appropriate SA to solve it. Usually, each dispatcher is responsible for teams of system administrators, each with a specialized technical background. Once the dispatcher receives the ticket, he analyses if it was misrouted or not. To accomplish this task, dispatchers determine if his team is able to resolve it (using his knowledge of his team’s schedule, workload and expertise). If his team is not able to solve the ticket, he forwards it to another dispatcher who is responsible for a different team of SAs.

Although fully automated solutions offer many advantages, they may not be feasible for the dispatch activity. Dispatch is
constantly changing and is too complex to be automated. For example, in some cases a dispatcher may want to train a new administrator, and so may intentionally assign a request to a less skilled SA than is available. Although required, the use of human dispatchers in service delivery centers may introduce defects in the process, thus reflecting in severe penalties from Service Level Objective (SLO) violations. In this context, mashups are a new technology that simplifies and makes more predictable the creation and execution of dispatching systems, focusing on the activities performed by each dispatcher, thus decreasing the possibility of errors.

![Workflow of activities performed by dispatchers in Service Desk. Ovals represent points of failure.](image)

In order to detect problems and perform a root cause analysis in dispatch process, we have shadowed dispatchers in their daily activities. Based on interviews, was possible to determine the workflow of activities presented in Figure 3. Once a new request is received from a customer, the dispatcher determines if his team has the proper expertise to solve it, i.e., he analyses if the ticket was misrouted. If the ticket was not misrouted, the dispatcher analyses the required skill level to solve it. Next, the dispatcher imports data from the customer’s ticketing system. This activity is usually performed manually because data usually need to undergo some processing (e.g., anonymising confidential information). Once the ticket is imported, the dispatcher uses SA availability, workload and skills to determine the proper SA to solve it.

In order to accomplish his tasks, dispatchers interact with multiple tools (e.g., multiple ticketing systems, calendar-based systems, spreadsheets). Furthermore, dispatchers may also be overloaded with customer requests, which can vary from just a few dozen to hundreds in a busy day. Due this complex nature and continuous pressure, dispatchers are vulnerable to making errors. Based on the interviews and on documents related to service incidents, it was possible to identify the most common failures in dispatch, presented in Figure 3. These failures may occur due the combination of the error types we have depicted in section III. The dispatcher may, for example, accept a misrouted ticket. This can happen due to a decision error, when he fails to decide if the ticket was misrouted; or due an action error, when he mistakenly clicks on the accept button instead of rejecting it. The skill level to solve the ticket can also be underestimated, characterized as a decision error. Retrieval errors may also be introduced during the importing step. Another example of a decision error occurs when the dispatcher fails to detect the right SA to solve the ticket. Finally, even if the dispatcher knows the proper SA, he may fail to make the assignment because selects the wrong SA in the ticketing system (i.e., an action error).

### B. Baseline Performance

In order to discover the human error probability (i.e., $\text{HEP}_i^\text{final}$) of each task performed by dispatchers, we have classified them as type G. According to HEART, the generic task type G involves “completely familiar, well designed, highly practised, routine task occurring several times per hour, performed at the highest possible standards by highly motivated, highly trained and experienced person, totally aware of the implications of failure, with time to correct potential error, but without the benefit of significant job aids”. This generic task type has a nominal human error probability of 0.0004. For each task, we also have selected the EPCs that present a negative effect on the outcome and then calculated the $\text{HEP}_i^\text{final}$ according to equation 1. We illustrate in Table II the HEART calculations for task 3 (i.e., import wrong information about the ticket).

<table>
<thead>
<tr>
<th>EPC</th>
<th>HEART effect</th>
<th>Assessed proportion of effect</th>
<th>Assessed effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suppressing information</td>
<td>x 9</td>
<td>High</td>
<td>7.48</td>
</tr>
<tr>
<td>Channel overload</td>
<td>x 6</td>
<td>High</td>
<td>4.99</td>
</tr>
<tr>
<td>Little checking</td>
<td>x 3</td>
<td>Medium</td>
<td>1.51</td>
</tr>
</tbody>
</table>

Based on these values, the total assessed EPC effect is $(7.48 \times 4.99 \times 1.51) = 56.36$ and the assessed human error probability is $(0.0004) \times 56.36 = 0.022$. Therefore the probability of occurring a human error in Task 3 is 2.2%.

<table>
<thead>
<tr>
<th>i</th>
<th>Task</th>
<th>$\text{HEP}_i^\text{final}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>0.0002391857</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>0.019094864</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>0.022549899</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>0.019094864</td>
</tr>
<tr>
<td>5</td>
<td>11</td>
<td>0.0002391857</td>
</tr>
</tbody>
</table>

By following the HEART methodology for the remaining tasks, we were able to get the failure probabilities presented in Table III. We do not present tasks 4 and 7 because in our scenario, the tickets were not routed to the wrong dispatcher and we also determined that he always had enough resources (i.e., System Administrators) to solve them. Task 10 is not shown because it was not observed during our evaluations. With these values it was possible to employ the Fault Tree Analysis (FTA) method in order to estimate the overall workflow failure rate. This failure rate was obtained using the equation 2, presented below.
\[ P[\text{failure}] = 1 - \prod_{i=1}^{n} (1 - HEP[final, i]) \] (2)

Let \( P[\text{failure}] \) be the probability of failure in a sequence of events and \( HEP[final, i] \) be the final probability of human error for a specific task, which is obtained from equation 1. By taking the equation 2, we obtain \( P[\text{failure}] = 0.064015658 \), which means that there is a chance of 6.5% for the dispatcher to make at least one error during the execution of the dispatch process.

C. Applying Mashup Patterns and Error Prevention Modules to Dispatch

All the mashup patterns proposed in our previous work and the error prevention modules introduced in this paper can be used to create a mashup-based solution for the above-mentioned dispatching scenario. By using these patterns and modules, we aim to eliminate, or at least reduce, the probability of dispatchers making errors during their daily activities. Figure 4 shows how the mashup patterns and proposed error prevention modules relate with each specific task in the dispatching scenario.

The display pattern is used to show in a single screen all the useful information for the dispatcher (e.g., workload, skills, ticket description). This pattern aids to reduce the occurrence of retrieval errors, either from memory or from a visual display. The combined use of both importer and transformer patterns is useful to avoid action and retrieval errors. Even with the introduction of these patterns, the dispatcher may still make some error. In order to reduce this probability even more, the two error prevention modules introduced in this paper are used after the assignment task (11). If the dispatcher mistakenly selects the wrong SA to assign the ticket, the system will require a confirmation to execute the assignment task. Even if the dispatcher confirms that, he still has a few seconds to cancel the operation before it is executed.

![Fig. 4. Relating mashup patterns and operators with dispatching tasks](image)

D. Predictions on Mashups Usage

Analyzing the tasks of the dispatching scenario and using the methodology described in section IV we estimated the human error probabilities presented in Table IV. Each line of this table represents a specific task of the dispatching process. Task 8 was completely automated by employing mashup patterns, thus the human error probability is 0%.

<table>
<thead>
<tr>
<th>Task</th>
<th>HEP[final, i]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00091324</td>
</tr>
<tr>
<td>2</td>
<td>0.00445674</td>
</tr>
<tr>
<td>3</td>
<td>0.00000000</td>
</tr>
<tr>
<td>4</td>
<td>0.00476030</td>
</tr>
<tr>
<td>5</td>
<td>0.00091324</td>
</tr>
</tbody>
</table>

From equation 2, we obtain \( P[\text{failure}] = 0.011004691 \), which means that the use of mashups can reduce to 1.1% the chance of dispatchers to make at least one error during the execution of the dispatch process. The obtained result show the significant reduction of 83.07% in the probability of human error, which mostly was due to the automation of step 8 by using the importer pattern. The usage of a display pattern contributed to reducing the chance of failure in tasks 5 and 9. In both tasks, the dispatcher no longer needs to look up for any information in a different system, thus eliminating all the possible retrieval errors.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we extended our previous research on applying mashups to improve the performance of ITSM processes by eliminating defects and reducing variability. We have introduced a methodology inspired on Six Sigma and based on partial automation and process redesign to tackle error-prone activities in human-centered ITSM processes. HEART and Event Tree Analysis were combined to evaluate and predict the impact of employing mashups in ITSM processes. We have focused our analysis on dispatch in Request Fulfillment, an activity centered on humans with knowledge of standard fulfillment procedures. Based on interviews with a group of SMEs in a very large IT Service Support and Delivery organization we have possible to determine the workflow of activities performed and the most common failures in dispatch.

The new interaction elements, Buffer and Forcing, in conjunction with a set of mashup patterns enable mashup developers to create new applications that ultimately prevent human errors from occurring, or at least reduce their frequency. Two ways to prevent human errors were observed: avoidance and interception. Error avoidance (i.e., keeping people from making errors) was possible through the use of mashup patterns and the Forcing module. Error interception (i.e., stopping the errors from reaching the system) was possible through the Buffer module. Although was not observed the reduction of Knowledge-based errors (i.e., decision errors), the presented patterns and interaction elements avoided the occurrence of Rule-based and Skill-based errors (i.e., action and retrieval errors), which represent 89% of human errors according to previous investigations. We also demonstrated the significant
reduction of 83.07\% in the probability of dispatchers making errors during their daily activities.

As future research, we aim to expand our exploration of performance in business processes by evaluating the correlation of productivity and quality. We also plan to extend the analysis of the ITSM process beyond productivity and quality, considering other aspects such as effectiveness. Finally, we will explore the influence of these three aspects in ITSM process costs.
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