MAPPING SEARCH RESULTS INTO SELF-CUSTOMIZED CATEGORY HIERARCHY
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Abstract: With the rapid growth of online information, a simple search query may return thousands or even millions of results. There is a need to help user to access and identify relevant information in a flexible way. This paper describes a methodology that automatically map web search results into user defined categories. This allows the user to focus on categories of their interest, thus helping them to find for relevant information in less time. Text classification algorithm is used to map search results into categories. This paper focuses on feature selection method and term weighting measure in order to train an optimum and simple category model from a relatively small number of training texts. Experimental evaluations on real world data collected from the web shows that our classification algorithm gives promising results and can potentially be used to classify search results returned by search engines.
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1. INTRODUCTION

As the number of online information is growing rapidly, it becomes more and more difficult in finding relevant information. Two common tools that assist user in retrieving information from the web are web search engines
and web directories. Search engines return a ranked list of results in response to a user search query. Nowadays, a simple query may return thousands (or even millions) of results. Results of different topics are mix together and the user has to browse through the long ranked list to find for relevant information. On the other hand, web directories such as Yahoo! and LookSmart classify web pages into hierarchical structured categories. However, the manual classification of web pages into directory makes web directories impossible to keep up with the rapid growth of the web.

Chen and Dumais [3] present a user interface that organizes web pages returned by a search engine into hierarchical structured categories. This approach combines the advantage of broad coverage in search engines and structured categories in web directories. Their study [4] shows that the category interface increase the speed in finding information compared to a long ranked list. Paper [3] more focuses on the category interface instead of the classification algorithm. In this paper, we present a classification algorithm that automatically classifies search results into user defined category hierarchy.

In our methodology, a user is allowed to define a set of categories of his interest by providing a set of training text for each category. Our classification algorithm automatically learns the characteristics of the categories from the training texts. Later, it would be able to map the results returned by a search engine into categories based on the knowledge learned. Intuitively speaking, the user has the flexibility to define the categories as well as the concepts in which each category represent. For this reason, he may foresee the information or content being classified in each category thus can directly focus on relevant topics. This gives more flexibility to the user compare to web directories, in which he is only allowed to browse the topic hierarchy defined by editors.

In our classification algorithm, characteristic of the categories are represented using a Category Model (CM). The CM consists of the categories along with a set of keywords for each category. The keywords are automatically generated from the training texts. The quality of CM will strongly affect the performance of the classification algorithm. Therefore, in this paper, we pay more attention on the feature selection method as well as the term weighting measure in order to increase the ability of our classification algorithm in selecting a set of optimum keywords from a relatively small number of training texts.

We have previously proposed a feature selection method in annotating a topic hierarchy [9]. In this paper, we show that the idea from our previous work is also applicable to text classification task.
2. CLASSIFICATION ALGORITHM

The main aim of the classification task is to map search results into user defined categories. In order to apply real time classification, a classification algorithm with high accuracy and reasonable processing time is required. Figure 1 shows the processing flow of our results classification algorithm. It consists of two phase: category model generation phase and results classification phase.
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Figure 1. Processing flow of the classification algorithm

3. CATEGORY MODEL (CM) GENERATION

Size and quality of a category model are major concerns in the performance of our classification algorithm. Since the CM is prepared beforehand, processing time is not a major issue and it will not affect the real time classification. Thus, we propose methods on feature generating and selecting in order to compose an optimum CM for higher accuracy and faster processing.
3.1 Document Representation

A simple and frequently used document representation is the feature vector representation. It is a ‘bag-of-words’ representation, in which each document is represented as a vector of features. Mladenic and Globelinik [6] extend the ‘bag-of-words’ representation to ‘bag-of-phrases’ representation by adding new features generated from word sequences, also known as N-grams.

In this paper, we define each distinct term or phrase corresponds to a feature. By using phrases as features, we attempt to preserve the information left out by single word representation. We use up to 3-grams feature vector representation. Experiments show that word sequences of length up to 3 is sufficient in most classification systems [6].

3.2 Feature Pre-Processing

In order to transform a text document into a feature vector, pre-processing is needed. Four types of pre-processing are considered in this paper.

*Word tokenizing:* Single words are extracted from documents. All capitalized letters are converted into lower case.

*Word stemming:* All single words extracted are replaced by their stem. Words variants usually only convey one piece of information. Thus, it would be more reasonable to reduce them into one representative for both efficiency and effectiveness concerns.

*Stop word eliminating:* The high dimensionality of a feature space is initially reduced by eliminating all stop words. Stop words are words that do not take semantic meaning themselves. They are not helpful to capture documents’ semantic, hence they are irrelevant to classification. Two types of stop word are considered in this paper, ‘general stop words’ (e.g. *a*, *the*, *of*…) and ‘web page stop words’ (e.g. *html*, *home*…).

*Phrase forming:* Phrasal feature consist of up to 3 stemmed token occurring as a sequence in a document are formed.

3.3 Feature Selection

Feature selection is used as a basic step in the process of building a classifier. It is a process that chooses a subset of features from the original set of features so that the feature space is optimally reduced according to a certain criterion. This tends to produce classification models that are simpler, clearer, and computationally less expensive [7]. In our methodology, feature
selection method is used to select the set of feature that compose the Category Model.

Various approaches of feature selection have been developed for dimensionality reduction in a classification task. Basically, these methods can be broadly divided into 2 main approaches, (i) Feature Selection in Machine Learning, and (ii) Feature Selection in Text Learning. Feature Selection in Machine Learning traverse a search space and evaluate every candidate subset in order to find the best subset. These methods are less practical when the number of features is large. On the other hand, Feature Selection in Text Learning evaluates every feature independently, in which a scoring criterion is used to measure the goodness of a feature. All features are sorted in a list and a predefined number of best features are selected. However, the number of features to be selected is a main experimental issue in these methods.

Feature selection method adopted in this paper is from the author's previous work. It combines the idea from both methods of feature selection in machine learning and text learning [9]. All features are sorted in a list according to their significance in term of discriminating power between categories. An optimum set of features is selected by finding a cut-off point in the list using consistency measure.

3.3.1 Term Weighting

Intuitively, frequency may be a main indicator of the importance of a term. This comes from two major concerns. A term is considered as representative if it appears many times within a document. On the other hand, a term is regarded as not informative if it appears too many times among documents [1]. These two aspects are commonly used in term weighting functions.

TFIDF is a commonly used term weighting function in a classification task [2][8]. TFIDF measures the importance of a feature in term of discriminating power between documents using the two aspects mentioned previously. The former addresses how frequent a term appears within a document, which is known as term frequency (TF). The latter measures how many documents that the term appears among all documents, which is known as inverse document frequency (IDF).

Term weighting function presented in this paper, named TFDF is an extension of TFIDF. TFDF measures the importance of a feature in term of discriminating power among categories. Frequency distribution of a feature across categories is taken as a basis in weighting a term. Two main aspects considered are:
Term Frequency (TF): TF of a feature $f_i$ denotes the frequency occurrence of the term in a category $C_k$. An additional factor, total frequency of $f_i$ in all other categories, is added in order to boost terms that occur more frequent in category $C_k$ compare to other categories.

Although raw TF does emphasize those features with high frequency, normalization is needed because training texts are not of uniform length. Therefore, relative frequency is preferred. Maximum frequency normalization is used in this paper, in which the term frequency of a feature is divided by the highest frequency over all the features in category $C_k$.

$$W_{TF}(f_i, C_k) = \frac{TF(f_i, C_k)}{TF_{\text{max}}(C_k) \times (1 + \sum_{l \neq k} TF(f_i, C_l))}$$

The rational behind term frequency is that the ability of a feature in discriminating categories depends on how frequently it occurs in a category as against the other categories.

Document Frequency (DF): DF of a feature $f_i$ denotes the number of documents in category $C_k$ in which the term occurs at least once. Again, we boost terms that occur in more documents in category $C_k$ against the rest of categories. This is done by dividing DF with the total number of documents that contain $f_i$ in other categories.

Since the number of training text in each category is different, we consider the relative frequency by normalizing DF with total number of documents in the category.

$$W_{DF}(f_i, C_k) = \frac{DF(f_i, C_k)}{DF_{\text{total}}(C_k) \times (1 + \sum_{l \neq k} DF(f_i, C_l))}$$

The main idea of document frequency is that features that occur in more documents in a category against other categories are more discriminative than features that occur in many documents in many categories.

By combining both TF and DF weights together, we can obtain a final TFDF weight of a feature $f_i$ in a particular category $C_k$, as follow.

$$TFDF(f_i, C_k) = W_{TF}(f_i, C_k) + W_{DF}(f_i, C_k)$$

3.3.2 Consistency Measure

The size of Category Model is a main concern in the processing speed of our classification algorithm. Thus, it is important to concern the set of features selected in order to compose an optimum CM. We expect that the
selected features are informative enough to represent the concepts of the
categories, neither too few to miss semantics or too many to burden the
processing speed.

In this paper, a set of selected feature is evaluated by *class separability*
measure. A feature subset is considered ‘optimal’ when it maximizes the
class separability within a domain. Consistency measure is a conservative
way of achieving class separability. It does not attempt to maximize the class
separability but tries to retain the power of class separability defined by the
original set of features. The idea is to find a smallest set of features that can
distinguish classes as well as the full set of features. [5].

In our feature selection method, consistency measure is applied in the
task of finding cut-off point in the list of features sorted by their weight. The
measure is an inconsistency rate over the training text for a given feature set.
This criterion heavily relies on the set of training text and it uses Min-
Features bias in selecting a feature subset.

3.4 Mapping Feature to Category

From the definition of term weighting function in Section 3.3.1, the
weight indicates the importance of a feature in discriminating a particular
category from the rest of the categories. Thus, a feature is mapped to the
category that has the highest weight. Intuitively speaking, a feature is treated
as a descriptive keyword for the category, which can express the concept of
the category more clearly.

4. RESULTS CLASSIFICATION

Every result is represented by a Boolean vector in our Category Model
vector space in which the Boolean value denotes the occurrence of a
particular feature in the result.

4.1 Similarity Calculating

Result classification is typically performed by comparing representation
of the result with representation of categories and computing a measure of
their similarity. The measure is a *cosine* value between two vectors. The
smaller angle the two vectors has, the more similar the results and the
contents of the category. The cosine value of a result *r* with every category
*Ck* is calculated and the result is assigned to the most similar category.
\[ \cos \theta(r, C_k) = \frac{r \cdot C_k}{\|r\| \cdot \|C_k\|} \]

5. EXPERIMENTS

5.1 Data Collection

In our experiments, we used a human edited directory of the web, Open Directory Project (ODP) as reference in defining our own categories. We selected a total of 9 categories as our category hierarchy. For each category, we collect a set of web pages as training text. These web pages are selected manually in which they can comprise the concepts represented by each category.

As testing text, we collect 892 distinct site listing from the ODP subcategories pages. For every site listing, we generate two testing texts, the first testing text only contain a title and a short description provided by the editor in ODP. The second testing text is the full text of the web site.

The first set of testing text contains less content. However, the content is more ‘clean’ and ‘informative’. This is because the title and description are provided by human editor and may fully describe a particular site. We include this set of testing text in order to provide an overview on how our classification algorithm can be applied on text data with limited content. This is because search result returned by search engines usually only contains a title and a short description about the site.

The full text of a web site may contain more ‘noise’ due to the heterogeneous of web pages. The contents vary from page to page, where some pages may contain useful textual information while others may contain only graphics, animation, multimedia and etc. Our classification algorithm considers only textual information in the classification task. In this paper, we use the text contain in the first page of the web site as our testing text.

Table 1 shows the number of training and testing text collected for every category.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Sub-Categories</th>
<th>No of Training Text</th>
<th>No of Testing Text</th>
<th>Title &amp; Desc</th>
<th>Full Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial Intelligence</td>
<td>Artificial Life</td>
<td>43</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>
5.2 Performance Measure

Every testing text has one correct category (its ODP category). The performance is measured by calculating the accuracy of our classification algorithm.

\[
\text{Accuracy} = \frac{\text{Number of testing text that are assigned to the correct category}}{\text{Total number of testing text}}
\]

5.3 Experimental Results and Discussion

We carried out experiments to test on the performance of our classification algorithm. The set of training text is used to train our Category Model (CM). Later, the CM is used to classify the testing text. Two type of testing text are prepared, (i) title and description of web sites and (ii) full text of the web sites.

We first compare the impact of different feature types (‘single terms’ and ‘phrases’) using the TFDF term weighting function presented in Section 3.3.1. ‘Single term’ means only individual word component are considered as features, whereas ‘phrases’ means phrases of length up to 3 are generated as features. Figure 1 and Figure 2 show the results of our classification algorithm using different top n% of features from the feature list to generate the category model.
Figure 2. Accuracy of classification for ‘Title & Desc’ testing texts

Figure 3. Accuracy of classification for ‘Full Text’ testing texts.

Figure 2 and Figure 3 show that the overall performance for ‘phrases’ feature type is better than ‘single term’. The results prove that considering phrases as features can preserve the information left out by single words and thus increase the accuracy of our classification algorithm.

Figure 2 and Figure 3 also show a trend for the performance of our classification algorithm. The classification accuracy increases with the number of features that contain in our CM and become more stable after a certain point. More features may give us a better performance; however, the high dimensionality of feature space in CM may create a more complex classifier and increase the processing time. In order to find a compromise point between the accuracy and the size of CM, we apply the consistency measure to determine the size of our CM. We also show the cut-off point in our feature list using consistency measure discussed in Section 3.3.2 in the figures above. The consistency measure applied in our feature selection method can be useful in helping us to predict a compromise point between the accuracy and the size of our CM.
It is interesting to see how the performance of our classification algorithm can be improved by considering additional aspects in term weighting function as presented in Section 3.3.1. We test the performance of our classification algorithm using raw term frequency as term weighting function. The results comparison between raw TF and TFDF are shown in Figure 4 and Figure 5.

Figure 4. Results comparison of TF and TFDF for 'Title & Desc'

Figure 5. Results comparison of TF and TFDF for 'Full Text' testing texts.

For ‘clean’ and ‘informative’ testing texts, TF alone can give us encouraging results. However, in the situation where the testing texts contain a lot of ‘noise’ (‘full text’ testing texts), TFDF outperform TF. In this case, considering the distribution of a feature in documents among categories is useful in helping us to identify discriminative keywords.

6. CONCLUSION AND FUTURE WORK

The quality of the classification task is mainly depends on two factors:
The inherent separation between categories selected. Clearly, even the best training and classification algorithm cannot achieve high accuracy if the categories are fuzzy and ambiguous. The categories selected should be mutually exclusive and ‘well-separated’ so that their intersection and overlapping is minimized.

The ability of the training process to capture the difference between categories from the training data. In order to generate a category model with reasonable size and high accuracy, the quality of training data is important. The training data should reasonably reflect the concepts of the category they belong.

This paper presents a classification algorithm that can be used to classify search results as well as web pages. We focus on feature selection method and term weighting function in order to generate a category model that consists of a set of optimum keywords which can fully describe the concepts of the categories. The results of our experiments are encouraging and shows that the classification algorithm proposed can potentially be used to classify search results returned by search engines.

In this paper, we only focus on linear classification. In linear classification, all categories are considered at the same level and the hierarchical structure of category hierarchy is not taken into account. As future research directions, we are interesting in developing a hierarchical classification algorithm that considers the hierarchical structure of categories. Intuitively, many potentially good keywords are not useful discriminators in non-hierarchical representation. We believe that considering the hierarchical structure of the categories can increase the accuracy of a classification task.
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