Which Adequate Trust Model for Trust Networks?
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Abstract. This article deals with the choice of individual trust models adapted to networks. We consider trust as a social and effective multi-agent process. We introduce the notion of trust networks viewed as a set of one-to-one trust relationships, we wonder which trust model should be chosen to build and exploit it. We extract five criteria for comparison of trust models. We then evaluate two trust models and discuss what could be a relevant trust model in a multi-agent setting.

1 Introduction

The expansion of the distributed systems such as electronic trade or services for citizens highlights new problematics where trust plays a crucial role [1]. Trust has been recently identified as an essential notion in the business to business applications where the relationship are supported electronically in an open environment. It is viewed as the subjective probability by which an agent expects that another agent performs a given action on which its welfare depends” [2].

Following Castelfranchi and Falcone’s work [3] and Demazeau’s VOWELS methodology [4], a trust process can be based on three of the four vowels of the VOWELS methodology: A (Agent), I (Interaction), E (Environment) and O (Organisation). We distinguish the trust model and the decision-taking. The trust model computes a trust level between two agents, and is function of I and E. The decision-taking is agent-centered (A) and is grounded on the trust level and on the risk taken by relying (typically, a decision-taking with a high risk requires a high trust level).

The aim of our work is to consider trust as a social process and to pass from individual trust to social networks. Thus, an agent will be able to take into account its social and organizational resources. It necessitates to consider the fourth vowel of [4], the organization (O). For this purpose, we introduce reasoning about the other agents’ trust in the previous trust process. Reasoning is based on a trust network that can be viewed as a set of trust one-to-one models. To build and exploit the trust networks, the choice of the one-to-one trust model is crucial for the implementation of the trust networks. In [5], we have exhibited several characteristics of a trust model, among which the number of the considered relationships (one-to-one, n-to-one and n-to-p). In
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this paper, we propose a focus on the comparison of one-to-one models for the trust networks. We concentrate on the relation between the trust model, the trust network, and the decision-taking.

First we introduce the notion of trust networks inspired by Sichman’s networks [6]. We assume a trust network is built from one-to-one models. We then derive and formalize five criteria for its building and its exploitation: observability, understandability, handleability, social exploitability, and context-scalability. We finally evaluate two trust models regarding these criteria, and discuss what could be a relevant trust model.

1.1 Motivation and principles

A multi-agent system cannot be reduced to the simple sum of its agents: social reasoning and environment have a crucial role in the coordination and the interactions between cognitive agents. Indeed, it is necessary to evaluate the agents’ social resources. Thus, trust should be considered as a network of relationships rather than independent one-to-one relationships. But usually, MAS contribution only consider one-to-one trust models.

In order to pass from individual trust to social networks, we have taken an inspiration from Sichman’s dependence networks [6], where we have replaced dependence with trust. Each agent can compute the supposed trust relationship between the other agents. The set of these relationships makes up its trust network. We assume these trust relationships are. As an agent’s trust network is its subjective representation of the trust relationships, it generally different of the “objective” trust network that emerges from the effective trust relationships between the agents of the system.

1.2 Formalization

Formally, an agent is characterized by an external description: each agent has structured information about the other agents’ trust. These information are private and own.

Definition 1. The agent’s trust network is the set of the trust model considered by it between the other agents. Formally, let \( N_i \) be the number of agents considered by an agent \( i \). Let \( T_i \) be its trust network. We have \( T_i = \{ M_{ijk} \mid 1 \leq j \leq N_i, 1 \leq k \leq N_i, j \neq k \} \), where \( M_{ijk} \) is the trust model considered by the agent \( i \) between the agent \( j \) and \( k \).

\( T_i \) can be viewed as the oriented graph \( G_i(X_i, E_i) \) where \( X_i \) is the set of the \( N_i \) nodes (agents known by \( i \)), and \( E_i \) is the set of the edges (relationships between these agents). Each edge \( e_{ijk} \) of this graph is valued by the trust model considered by the agent \( i \) between the agent \( j \) and the agent \( k \). The update of the trust models and the update of the graph are independent: the latter is updated only at the time of its use.

Such a net synthesizes the supposed trust relationships between the agents. In the framework of a social multi-agent system, the agents do not always interact each other directly. So some intermediary agents are often necessary to satisfy their goals. For instance, concerning the bottom-up coalition formation, even if an agent must consider
the trusted agents, it should also consider the agents that trust in itself and that can rely on other agents. Thus, it is not sufficient to take into account trust only at an agent-centered level, and it is necessary to consider the others’ trust.

1.3 Which one-to-one trust model do we need?

We have assumed that an agent’s trust network can be viewed as a set of one-to-one models of trust connecting every agents. Therefore, technically, which trust model to choose to derive the agent’s trust and to take some decisions? In the remainder of this article, we precise the necessary properties of each \( M_{ijk} \) trust model. We propose five criteria to compare one-to-one trust models: observability, understandability, handlability, social exploitability, and context-scalability. These criteria are based on three of the four vowels of the VOWELS methodology [4]: A (Agent), I (Interaction), and E (Environment). The I vowel corresponds to the building of the trust network from the trust models. The A vowel corresponds to the social exploitability of the trust models by the agents. The E vowel corresponds to the problem of scalability of our model: it is linked up with the property of context-sensitivity of trust. The fourth vowel, the organization (O), is supported by the trust networks themselves, and is not used actually yet.

**Interaction: observability, understandability and handlability** As trust is built from interactions and observations [7], the interaction vowel is used for to the building of the trust networks. For this purpose, we distinguish three criteria: observability, understandability and handlability.

**Observability** In order to build its trust network, an agent should be able to derive the trust relationships that exist between the other agents. On the contrary of Fullam and Barber’s evaluation [8], the important thing is not that an agent \( i \) is able to determine the target agent \( k \)’s objective trustworthiness, but that it is able to determine the agent \( j \)’s trust in \( k \). For this purpose, either the agent must be able to use the observations of the interactions between the agent \( j \) and the agent \( k \) (direct observation or indirect observation if it does not take part in ones), or the agent must be able to use other agents’ opinion. These both sources of trust correspond to the Observer role and to the Evaluator role in Muller’s work [9]. Let us notice the observations should respect the privacy of the interactions: they can be only some “clues”.

**Proposition 1.** Let \( A_i \) the set of the agents known by the agent \( i \). Let \( M_{ijk} \) be the trust model built by the agent \( i \) between the agent \( j \) and the agent \( k \). The criterion of observability is fulfilled iff \( M_{ijk} \) is equipped with a function observability:\(ijkl:\)

\[
\text{observability}_{ijkl} : \{O_{nkj}\}_{n,j,k \in A_i} \times \{E_{nkj}\}_{n,j,k \in A_i} \rightarrow T
\]

where

– \( T \) is the set of the final trust levels.
\[- \{O_{njk}\}_{n,j,k \in A_i} \text{ is the set of the observations reported by the agents } n \text{ about the relationship between } j \text{ and } k. \text{ When } n = j, \text{ it corresponds to a direct observation. When } n \neq j, \text{ it corresponds to an indirect observation.} \]
\[- \{E_{njk}\}_{n,j,k \in A_i} \text{ is the set of the final trust values between } j \text{ and } k \text{ according to } n. \text{ In other words, it is } n \text{'s evaluation about agent } j \text{'s trust in the agent } k. \text{ If } n = j, \text{ the agent } n \text{ corresponds to a trust third party.} \]

**Understandability and handlability** The model should not be reduced to a final trust level obtained by an obscure mechanism. Since trust consists in beliefs \([3]\), trust should be broken up into beliefs corresponding to the different components of trust (e.g. personal, reputation, generalization or competence dimension). The aim of this breaking up is to be able to have different computable components to reason about them at the network level. Indeed, these components correspond to orthogonal networks: for instance, let us consider the framework of online auctions of specialized objects. Non-specialized occasional buyer’s trust is based on the generalization and/or reputation dimension. What is more, these agents trust in specialists’ opinions easily. However, it is not the case of the specialized agents: they belong to the same dense network of specialists, and do not trust in other specialists blindly. In fact, their trust is supported by the personal dimension. Thus, according to the agents, the basis of trust is not the same and is supported by different dimensions. Moreover, if a non-specialized agent specializes, trust between it and the other specialized agents switches from generalized trust to personal trust.

**Proposition 2.** Let be \(B_i\) the set of the possible states of agent \(i\)’s beliefs. The criterion of understandability is fulfilled if the function observability\(_{ijk}\) is the composition of two function \(g_{ijk}\) and understand\(_{ijk}\) : \(\{O_{njk}\}_{n,j,k \in A_i} \times \{E_{njk}\}_{n,j,k \in A_i} \rightarrow B_i\) such that:
\[
\text{observability}_\{ijk\} = g_{ijk} \circ \text{understand}_\{ijk\}
\]

**Proposition 3.** Let be \(B_i\) the set of the possible states of agent \(i\)’s beliefs. The criterion of handlability is fulfilled if the function observability\(_{ijk}\) is the composition of two function handle\(_{i,j,k}\) : \(B_i \rightarrow T\) and \(h_{ijk}\) such that:
\[
\text{observability}_\{ijk\} = \text{handle}_\{ijk\} \circ h_{ijk}
\]

We can notice the criteria of understandability and handlability are satisfied both iff observability\(_{ijk}\) is the composition of understand\(_{ijk}\) and handle\(_{i,j,k}\).

**Agent: social exploitability** The final aim of a trust network is to take a decision by taking into account the other agents, and not only one. This trust decision, called “reliance”, should end in a social action \([6]\) based on several other agents.

**Proposition 4.** Let \(T^n_i\) be the set of the trust levels of the \(n\) agents known by the agent \(i\) and \(A_i\) be the set of the agent \(i\)’s possible actions. The criterion of social exploitability is fulfilled if it exists the function social\(_{i,exploitability}\) such that:
\[
\text{social}_\{i,exploitability\} : T^n_i \rightarrow A_i \text{ with } |n > 1|.
\]
Environment: context-scalability  Trust is a contextual notion. It refers to a given context. Thus, in a naïve approach, an agent should have one trust network per context. However, it can lead to a too heavy system, since the potential number of models used by an agent’s trust network increases quadratically with the number of the considered agents. The contexts should be handled in a way not to have one model per context. In this purpose, we should have a mechanism to derive a model for a given context from a model for another context. It permits to reduce the number of model and to define their interdependencies.

Proposition 5. Let \( \mathcal{W} \) be the set of the possible contexts, and \( M_{ijk}^{\omega} \) be the trust model of the agent \( i \) concerning \( j \)’s trust in \( k \) for a context \( \omega \in \mathcal{W} \). The criterion of context-scalability is fulfilled iff it exists the function context-scalability\(_i\) permitting to pass from some known \( n \) contexts to another context:

\[
\text{context-scalability}_i : M_i^1 \to M_i
\]

\[
\text{context-scalability}_i(M_{ijk}^{\omega_1}, M_{ijk}^{\omega_2}, \ldots, M_{ijk}^{\omega_n}) = M_{ijk}^{\omega_{n+1}}
\]

We have described the five criteria permitting to evaluate one-to-one trust models adapted to social networks. They must account for their relevance in an effective multi-agent context. In the remainder of this article, we put them into practice by examining and discussing three trust models.

2 Model examination

We have chosen two trust models for evaluation: Sabater and Sierra’s ReGreT system [10], and Castelfranchi and Falcone’s model [3]. They permit an agent to determine trust in another agent, so that they are good candidates for the building of a trust network. According to our social view of trust, we have deliberately avoided the game theory-oriented systems to concentrate on more socio-cognitive and reputation trust models. The choice has been fixed on a set of models that are representative of different views of trust and that are completed enough to be evaluated and implemented actually. Due to lack of space, we evaluate only two models and we do not detail them to concentrate on the relevant points for our evaluation. In the following sections, we evaluate these models according to the previous criteria. We summarize the result of each evaluation in a table.

2.1 The model by Sabater and Sierra [10]

The ReGreT system may be one of the most complete systems. The model is based on three dimensions of trust that are integrated numerically by weighting to obtain a reputation measure: the individual dimension, the social dimension (witness, neighbourhood, and system reputation) and the ontological dimension. The individual dimension deals with direct interactions. The social dimension uses other agents’ information. The ontological dimension supports the context notion.
Observability. Although nothing is evoked about the exterior observability of the interactions, the function $observability_{ijk}$ is implementable (observations and evaluations). However, the strong restriction is that the agents can exchange information only coming from their own direct observations or interactions: formally, the sets $\{O_{njk}\}_{n,j,k \in A_k}$ and $\{E_{njk}\}_{n,j,k \in A_k}$ are defined with the restriction $n = j$.

Understandability and handlability. With this model, the function $observability_{ijk}$ is decomposable: $understand_{ijk}$ breaks up trust into three dimensions (individual, social, ontological) and $handle_{ijk}$ is implemented by a simple numerical combination of the values of these dimensions.

Social exploitability. The model is exploited with a negotiation model in a one-to-one framework: the decision-taking is based on a function $rely$ that takes into account only one agent ($social\_exploitability_i : T_i^A \rightarrow A_i$)

Context-scalability. With its ontological dimension, this model proposes a naïve implementation of the function $context\_scalability_i$: the reputation in a given context is obtained by the numerical combination of the reputation of the less general context, according to an ontological structure.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td>+</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

The examination is summarized in the table 2. This model is relevant for three criteria: understandability, handlability, and context-scalability. It is interesting for the observability criterion too.

2.2 The model by Castelfranchi and Falcone [3]

This model contrasts with the previous models, because it assumes the agents can be irrational, that is to say they had not to maximize their utility. Moreover, on the contrary of the previous models based on quantitative approaches, this cognitive model is based on the BDI approach, and highlights the importance of the intention in the trust process.

Observability. In this model, the observability is not evoked.

Understandability and handlability. Based on a cognitive structure of trust, [3] implementes this model with cognitive fuzzy map. Indeed, the function $understand_{ijk}$ is implemented: the model computes a set of belief values (ability, willingness, dependence) derived from the sources of trust. The function $handle_{ijk}$ is implemented too by computing a trust level from these beliefs.

Social exploitability. The decision-taking is based on a function $social\_exploitability_i$ that takes into account only one one agent ($social\_exploitability_i : T_i^A \rightarrow A_i$)

Context-scalability. The problem is not asked.

The examination is summarized in the table 3. This model is relevant for two criteria: understandability and handlability.
Table 2. Summary of the examination of Castelfranchi and Falcone’s model [3].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3 Discussion

As we have seen in the previous section, the recent research in trust for MAS lead to many interesting and different models. The common characteristic of the examined models is their decentralized approach. It seems it is established that the centralized systems of trust are not relevant in a multi-agent context: the experience showed these systems such as the Ebay system where the opinions are centralized are perfectible. According to our criteria, the results of our examination are quite disappointing. No model is really adapted to pass from individual trust to social networks. In fact, all these trust models are not thought out as a multi-agent mechanism. They correspond to an agent-centered mechanism above all, even if some multi-agent aspects (like reputation) are plugged.

3.1 About the measures

Observability. The models do not fulfil the criteria of observability. It is not surprising since their purpose is only to provide an agent with a way to determine the true trustworthiness of other agents (on the contrary of our need: a model that can determine the subjective agent’s trust in a target agent). It is a drawback, because observability is necessary to build the trust networks. Sabater and Sierra proposes a similar mechanism to communicate the evaluations. But they are limited to the agents’ own experiences too: it is a drawback for our trust networks, because it limits the sources of trust (it would be as if there would be no reputation mechanism in an agent-centered approach).

Understandability and handlability. These both criteria are fulfilled by the ReGreT system[10] and Castelfranchi and Falcone’s model [3]. However, there is a difference in their implementation: the computed beliefs in Sabater and Sierra’s model correspond to the sources of trust in Falcone and Castelfranchi’s. Indeed, the computed beliefs in [3] correspond to a more abstract concept. We show the main difference between these both models: Falcone and Castelfranchi’s model is based on a cognitive approach, whereas Sabater and Sierra is not. In the next section, we will precise our interest for such a model.

Social exploitability. The criteria is the less fulfilled one. The models exploit trust only for one target agent. One more time, they are not thought out as a multi-agent mechanism.

Context-scalability. Only Sabater and Sierra’s model proposes a relevant mechanism for the management of the context. Generally, the context aspects are not studied in the one-to-one trust model, since they do not correspond to a need of scalability: the scalability is easier in an agent-centered framework.
3.2 Choosing individual trust model for networks

According to our examination, there is no trust model which we can use as it is for our purpose. However, we can extract two avenues of research in order to have a model fulfilled the criteria.

First the model should be based on a symbolic approach. Indeed, these latter are more relevant for our trust networks, since they support reasoning and explicit handling of trust components. Thus, they are more adapted to the fulfilment of the criteria of understandability and context-scalability. Liao’s model [11] have proposed a trust model based on modal logic that formalizes the internal components of trust. Although this model does not include social aspects and does not seem have been implemented, the modal logic approach is an interesting avenue to fulfil the criteria of understandability and context-scalability.

Secondly we are interested in a Castelfranchi-inspired model [3]. The breaking up of trust and the social approach of this model is adapted to our real multi-agent view. We think the fulfilment of the observability and social exploitability criteria necessitates such an approach, since the “others” are taken into account. The main critic about this socio-cognitive model deals with the problem of the rationality of the agents [12]: Castelfranchi’s model would be motivated from humans and would not adapted to a rational approach. Although this critic is pertinent in a pure artificial system, it is not relevant in a multi-agent system that could include the user. Now, as we evoked in introduction, we are interested in such systems and we need a model that is generic enough to support the potential irrationality of the user.

4 Conclusion

This article has presented a study of trust models for trust networks. By regarding trust as a social and effective multi-agent process, we have introduced the notion of trust networks. An agent’s trust network is its subjective representation of the trust relationships between the agents of the system. It can be considered as a set of one-to-one trust relationships, so we have wondered which trust model to choose. We have derived from the notion of trust networks five criteria for comparison of trust models: observability, understandability and handlability, social exploitability, and context-scalability. We have then evaluated three trust models regarding these criteria.

The results of our examination show that no model is really adapted to our need. However, we think a more symbolic approach like modal logic is relevant. Thus, in the future, our work will deal with the building of a trust model inspired by Castelfranchi and Falcone’s work and formalized by such a tool. It will address as much as possible the criteria that are not fulfilled.
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