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Abstract—The Apache Spark cluster computing platform is being increasingly used to develop big data analytics applications. There are many scenarios that require quick estimates of the execution time of any given Spark application. For example, users and operators of a Spark cluster often require quick insights on how the execution time of an application is likely to be impacted by the resources allocated to the application, e.g., the number of Spark executor cores assigned, and the size of the data to be processed. Job schedulers can benefit from fast estimates at runtime that would allow them to quickly configure a Spark application for a desired execution time using the least amount of resources. While others have developed models to predict the execution time of Spark applications, such models typically require extensive prior executions of applications under various resource allocation settings and data sizes. Consequently, these techniques are not suited for situations where quick predictions are required and very little cluster resources are available for the experimentation needed to build a model. This paper proposes an alternative approach called PERIDOT that addresses this limitation. The approach involves executing a given application under a fixed resource allocation setting with two different-sized, small subsets of its input data. It analyzes logs from these two executions to estimate the dependencies between internal stages in the application. Information on these dependencies combined with knowledge of Spark’s data partitioning mechanisms is used to derive an analytic model that can predict execution times for other resource allocation settings and input data sizes. We show that deriving a model using just these two reference executions allows PERIDOT to accurately predict the performance of a variety of Spark applications spanning text analytics, linear algebra, machine learning and Spark SQL. In contrast, we show that a state-of-the-art machine learning based execution time prediction algorithm performs poorly when presented with such limited training data.
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I. INTRODUCTION

The Apache Spark cluster computing platform [1] is being increasingly used to develop big data analytics applications. Execution time of Spark applications is an important concern for users and operators of a Spark cluster. Cluster users are typically interested in ensuring that their application meets a desired execution time target. Cluster operators, on the other hand, would like to provision just enough resources to applications such that application execution time targets are satisfied while simultaneously maximizing utilization of cluster resources and reducing costs. Spark cluster users and operators can benefit from an execution time prediction tool that would provide quick insights on how the execution time of any given application is likely to change as a function of the resources allocated to the application and the size of data that needs to be processed. While Spark provides sophisticated tools to monitor application performance [2], it does not yet support such a prediction tool.

There have been a number of recent efforts at modeling and optimizing the performance of Spark applications using statistical and machine learning techniques [3]–[8]. To be effective, these techniques require extensive performance data from previous executions of an application covering a range of different resource allocations and data sizes of interest to build models. In the absence of such historical data, controlled experiments are needed for building the models. Conducting such experiments is time consuming and resource intensive. Consequently, the use of these existing modeling techniques might not be feasible in situations where quick predictions are desired and extensive access to cluster resources for the experimentation needed to build the models is impractical. In this paper, we aim to reduce the time and resource requirements of the prediction process to address such situations.

We propose a lightweight, analytic execution time prediction approach called PERIDOT, PERformance predIction moDel fOr Spark applicaTions. PERIDOT executes an application under a fixed resource allocation with two different-sized, small subsets of its input data. Based on observations on the internal dependencies in the application as well as the impact of data partitioning and data size on execution times in these runs, PERIDOT deduces the execution times of the application under other resource allocation settings and input data sizes. By relying on just two runs per application and using small datasets, PERIDOT significantly reduces the time and resources required to construct application models thereby facilitating quick insights into the performance behaviour of applications.

We evaluate PERIDOT using 8 well-known big data applications spanning text analytics, linear algebra, machine learning and Spark SQL executing on a Spark cluster. Our results indicate, as expected, that naive prediction techniques that assume ideal application speedup yield poor accuracy. In contrast, models derived using PERIDOT yield very good accuracy for all 8 applications over a range of resource allocations and input data sizes. Specifically, PERIDOT yields a mean prediction error of 6.6% over all applications. In particular, results show that PERIDOT is able to accurately capture the impact of complex internal application dependencies such as those observed in many Spark SQL queries. Generating models and predictions using PERIDOT is quick. For instance, while exhaustive experimentation of all possible configurations we explore for our applications requires over 2,500 core hours, PERIDOT requires only
0.7% of this effort.

We also compare PERIDOT with a state-of-the-art machine learning based prediction approach [7] that is agnostic to an application’s internal data dependencies and partitioning mechanisms. Specifically, we compare the ability of this technique and PERIDOT to offer accurate predictions with limited experiment data. Our results show that in contrast to PERIDOT, the machine learning technique yields poor predictions when only limited training data is available. These results suggest that PERIDOT is feasible and effective in offering quick, resource-efficient, and accurate predictions.

Results suggest that PERIDOT is feasible and effective in predictions when only limited training data is available. These limited experiment data. Our results show that in contrast to technique and PERIDOT to offer accurate predictions with limited data size. It leverages this information while estimating execution times for other data sizes and resource allocation settings.

II. Apache Spark Platform

A Spark application consists of two types of operations, namely transformations and actions. A transformation applies a function on each element of a distributed collection of objects called a Resilient Distributed Dataset (RDD). A transformation can cause one or more additional RDDs to be created. Actions trigger the execution of functions associated with one or more transformations to produce meaningful results. For each action in an application, a Spark job is created and executed. A single application can trigger multiple jobs which run in sequence. If an application has multiple threads, jobs can execute in parallel.

A Spark job can be separated into one or more physical units of execution called stages. A Spark stage may depend on the output data generated by previous stages or might be independent of other stages. The Spark runtime will schedule a stage for execution only after all stages that stage is dependent on have finished executing. In contrast, stages that have no dependencies with one another can be scheduled to run concurrently thereby resulting in parallel stages.

Dependencies among application stages are represented within Spark as a Directed Acyclic Graph (DAG). A DAG contains a set of vertices and edges, where any given vertex represents a RDD and its edges represent operations to be applied on the RDD. When an application starts, the application’s DAG is created and submitted to Spark’s DAG Scheduler for execution. Fig. 1 provides our simplified visualization of the DAG for Query52, a Spark SQL implementation of a query in the TPC-DS [10] benchmark suite. In this figure, rectangles represent jobs and circles represent application stages. From this excerpt, one can observe multiple stages within a job. Some stages run in parallel while others run in sequence. Regardless of the size of input data or the resource allocation setting, the overall DAG structure remains the same for any given application.

As described in Sec. IV, PERIDOT estimates the DAG-induced dependencies from an application execution that uses a small subset of its input data. It leverages this information while estimating execution times for other data sizes and resource allocation settings.

We next focus on behaviour within each stage. Within each stage, to facilitate parallel processing, Spark splits the input data of each stage into smaller data partitions that are typically of equal size. By default, the number of partitions is \( \left\lceil \frac{D}{\text{block}} \right\rceil \), where \( D \) is the input size and \( \text{block} \) is the block size employed by the underlying file system. However, as observed in many of the TPC-DS applications in our study, a stage can override this default partitioning behaviour by explicitly specifying the number of partitions.

A stage consists of a set of tasks with each task applying the operations of the stage on one partition of the data. A task is executed by one of the executors allocated by Spark to that stage. An executor is a process that runs on a worker node in the cluster, i.e., a node that executes application code. A worker node can host one or more executors. Each executor can be allocated a configurable amount of worker node resources such as processing cores and memory.

Assuming only one stage is scheduled for execution, the number of concurrent tasks of that stage executing at any given time depends on the number of executor cores assigned to the stage, and the number of partitions to be processed in the stage. We refer to the pattern of execution of tasks within a stage as a task wave. We define the wave time as the time taken for one wave of execution. Fig. 2 derived from Spark’s visualization of actual stage executions shows two examples of tasks running in waves. In Fig. 2a, two executors with one core each are assigned a total of eight tasks. The tasks are equally divided among the two executors, resulting in four full waves, i.e., waves that fully utilize the available parallelism. In Fig. 2b, the same eight tasks are distributed among six executors. This increase in the number of executors reduces the number of waves to two. However, there are four idle executors during the second wave. We refer to this wave as a partial wave because it does not fully utilize the parallelism available. When multiple stages are scheduled for execution concurrently, tasks from different stages may execute at the same time as part of a wave. Consequently, the individual task execution times in a wave are more heterogeneous than in the single stage scenario.

For a given number of executors, increasing the input data size of a stage typically increases the number of partitions. Depending on the exact number of executors, this can either cause the number of waves to remain the same or increase. The number of waves in a stage increases by one or more if the number of additional partitions exceeds the number of idle cores in the partial wave of that stage. In contrast, the number of waves remains the same if the number of additional partitions is less than or equal to the number of idle cores in the partial wave. In this case, the increase in data size has the impact of “filling up” the partial waves,
they thereby utilizing the available parallelism more effectively.

From the above discussion, the number of waves in a stage and hence the stage execution time depends simultaneously on the number of executors and data size. This suggests that the impact of both the number of executors and size can be modeled by estimating the number of waves and wave times in a stage. We exploit such an approach within PERIDOT.

III. RELATED WORK

There have been a number of recent efforts on modeling and optimizing the performance of Spark applications [3]–[8], [11]–[14]. Singhal and Singh [15] developed a simulation model that captures in detail Spark’s internal job processing mechanisms. The model’s parameters are derived from executions of a given application under various configuration settings. The authors showed how the parameterized model can then be used to simulate the application’s scaling behaviour. Petridis et al. [3] focused on 12 Spark configuration parameters and assessed their impact using measurements. Based on these measurements, the authors proposed a trial-and-error performance tuning methodology for Spark applications. Wang et al. [4] proposed a machine learning based parameter tuning approach using multi-class classification. For each application, they generate a list of 500 execution records where each record contains a list of Spark configuration settings and the execution time achieved with those settings. These records are used to train a model that can predict execution times under arbitrarily specified configuration settings. These techniques consider a large parameter space and hence require a large amount of prior execution data to be really effective. Unfortunately, obtaining such data might not always be feasible. For example, Jyothi et al. [16] analyzed workloads on production clusters and showed that about 40% of applications were non-recurrent, i.e., did not have historical execution data.

Similar to this paper, some studies focused exclusively on the impact of data size and the amount of resources assigned to a Spark application. Gibilisco et al. [5] executed a given Spark application with different, smaller subsets of the input data. They trained multiple polynomial regression models from these executions and selected the model with the least error. Finally, the model obtained in this manner is used to predict the execution time of the application when it processes the entire input data. Wang and Khan [11] collected detailed performance logs, e.g., execution time, memory consumption, I/O overheads, for the stages in a Spark application. They exploit these logs to simulate how the application’s execution time will change with input data size. Gounaris et al. [6] proposed regression models that capture how execution time changes with the number of nodes allocated to the application. In contrast to these approaches, PERIDOT can simultaneously capture the impact of both data size and number of executor cores.

Venkataraman et al. [7] proposed an approach called Ernest that is designed to simultaneously predict the impact of input data size and the number of worker nodes. Ernest uses an optimal experiment design method [17] to select executions with different data sizes and numbers of nodes. These executions are used to train a regression model for the application that has data size and number of nodes as independent variables. Islam et al. [18] proposed an approach called dSpark for modeling execution time with respect to the number of executors and input data size. Similar to Ernest, dSpark uses a set of controlled executions to train a regression model. Both these techniques report very good accuracies when there is extensive experiment data to train the regression models. Other machine learning based approaches have reported similar results [12], [13].

We note that in contrast to PERIDOT both these techniques do not exploit knowledge of spark internals such as the internal stage dependencies of applications, Spark’s partitioning mechanisms, and the impact of task waves. We show in this paper that considering such information allows us to extract models that can provide accurate predictions with very little experimentation effort.

Amannejad et al. [14] outlined an execution time prediction approach that combined Amdahl’s law [19] with knowledge of Spark’s partitioning behaviour. Their approach required 2 reference executions at the same size but different executor settings. In contrast to this work, they considered only a limited set of applications, which did not exhibit the complex dependencies and parallel stages that we observe in this work. Furthermore, unlike this work, they validate their predictions only on a single-node setup and do not consider cluster environments.

In conclusion, most existing studies require extensive experimental data to build execution time models. We explore in this work an alternative technique that can offer quick predictions based on limited experimental data.

IV. PERIDOT

PERIDOT does not require exhaustive prior executions of an application to derive a model. Given an application and its input data, PERIDOT launches just two different executions of the application using smaller subsets of the input data so as to not consume a significant amount of cluster resources. The two executions measure the behaviour of the application under two different input data sizes and the same number of executor cores. Using these two executions
we follow a three step process to predict the execution time of the application with different input sizes and executor cores. We first estimate the dependencies among stages in the application. Using the execution logs, we also characterize the number of partitions that each stage processes and whether the number of partitions changes with size (Sec. IV-A). Second, we estimate the number of waves that each stage or a group of parallel stages processes and use that to calculate their wave times (Sec. IV-B). Finally, wave times and other parameters extracted from these execution logs are used for predicting the execution time of the application with different input sizes and executor core numbers (Sec. IV-C). We next describe the details of each step.

A. Application Dependency Identification

In this step, we run the Spark application twice with two small input data sizes and the same number of executor cores. We call these two runs as reference executions. We collect the execution logs of both reference executions. The execution log records detail information such as stage id, tasks in the stage, the time at which a task is scheduled, the time at which the task obtains resources and starts executing, and the time at which the task finishes. From the reference logs, we estimate the dependencies between the stages and characterize how the application’s partitioning behaviour changes with size. As mentioned earlier, the dependency structure depends on the operations defined in the application and remains the same even when the input data or the executor cores assigned to the application are changed.

We next identify groups of stages and represent the application’s dependency as a sequence of these groups. We define a stage group as all stages scheduled at the same time. A stage group may contain only one stage, e.g., a sequential stage, or multiple stages, e.g. parallel stages. In Fig. 1, as an example, no other stage is scheduled to run in parallel with stage 1 and therefore we create a stage group with only one stage. Stages 24, 25, and 27 are parallel stages since they are scheduled in parallel and hence we create one stage group with these stages in it.

Since parallel stages are scheduled at the same time, they compete for the processing resources assigned to the application. Consequently, the waves contain tasks from different stages and hence are more complex than stage groups that contain only a single stage. Regardless of whether a stage group is sequential or parallel, we define the execution time $S_i$ of the stage group $i$ as the difference between the time the last task in the group completes and the time the first task in the group is scheduled. Apart from capturing the computation time of tasks, this metric also includes delays due to tasks waiting for executor cores. The process of identifying stage groups based on stage scheduling time yields a sequence of stage groups estimating the dependency structure of the application.

We note that this method of extracting application dependency based on stage scheduling times is a simplification. In particular, there might be scenarios where a stage group might be able to execute even before the previous stage group has finished executing. Considering Fig. 1, Spark’s DAG scheduler will schedule stages 24, 25, and 27 at the same time. Accordingly, our approach will place these stages within a single group followed by stage 26 in the following group. However, from the DAG, tasks scheduled from stage 26 can start executing even before tasks from stage 27 complete if there are idle cores available. An exact recreation and capturing of the dependencies would require a detailed simulation of the DAG’s scheduling and execution. In contrast, our simplified approach allows us to analytically estimate execution times without resorting to simulation. The ability to offer quick predictions makes our approach well-suited for use within job schedulers at runtime for “right sizing” an application. Furthermore, the analytic nature of our approach allows it to be used within job planning optimization frameworks. We evaluate the effectiveness of our simplification in Sec. VI.

After extracting the sequence of stage groups from each reference execution log, we compare the corresponding groups in the references to characterize partitioning behaviour. Specifically, we label each stage group as either a fixed partition or a variable partition stage group. The number of partitions processed by a fixed partition stage group does not change when the input data to the application changes. From our empirical observations, the execution time of such stage groups typically does not vary when the input data size changes. Consequently, the execution times of such a stage group can be modeled as a constant. In contrast, the number of partitions processed by a variable partition stage group changes with respect to the input data size. Its execution time hence changes with data size. Since the two reference executions use different input data sizes, it is possible to identify the fixed and variable stage groups.

To summarize, the inputs of this step are the execution logs of the two reference executions and the outputs are the sequence of stage groups labeled as fixed or variable partition groups. Moreover, we extract the number of partitions in each stage group under each of the two reference executions. We also extract the stage group execution times and the end to end execution times from both references.

B. Model Parameter Extraction

Based on the outputs from the previous step, we first calculate the mean wave time parameter for each variable stage group. As we show in Sec. VI, the wave time of any given stage in an application remains almost the same regardless of the size of the input data and the number of cores allocated to the stage provided the structural properties of the data, e.g., number of features in a machine learning dataset, remain unchanged. Consequently, knowledge of the mean wave time would allow us to offer predictions for any executor cores and data size as we outline later in Sec. IV-C.

The number of waves $N_i$ in stage group $i$ can be estimated using (1) where $P_i$ is the number of partitions in the stage group and $E$ is the number of executor cores assigned to the application. The wave time $W_i$ can then be calculated by dividing the total execution time of the stage $S_i$ by the number of waves $N_i$, as shown in (2). We calculate $W_i$ in this manner using each of the two references. We then use
we use \( \hat{\mu} \) values in both references divided by the mean of the input group while predicting for other input data sizes.

\[ S_i = \frac{\hat{\mu}_i}{\hat{\mu}_r} \]

We also record as parameters the mean number of partitions \( \hat{P}_r \) in each stage group of the reference executions. This is calculated as the sum of the corresponding \( \hat{P}_i \) values in both references divided by the mean of the input data sizes of the two references \( \hat{D}_r \). As shown later in (3), we use \( \hat{D}_r \) to scale the number of partitions in each stage group while predicting for other input data sizes.

Finally, we estimate the parameter \( \hat{F}_i \) representing the aggregate execution time contribution of the fixed partition stage groups. Consider an application execution with end to end execution time \( T \). We sum the variable stage group execution times, i.e., the \( \hat{S}_i \) values, and subtract this sum from \( T \) to obtain \( \hat{F}_i \). This process is carried out on both reference executions to obtain a mean fixed execution time \( \hat{F}_i \).

C. Predicting Execution Time

Assume that an execution time prediction is desired for an input size of \( D_{\text{new}} \) under an executor core setting of \( E_{\text{new}} \). For each variable stage group \( i \), we estimate the new number of partitions that result under these settings using (3).

\[ P_{i, \text{new}} = \frac{D_{\text{new}}}{\hat{D}_r} \times \hat{P}_i \]

We next estimate the number of waves \( N_{i, \text{new}} \) using (1). We use (2) to estimate the execution time \( \hat{S}_{i, \text{new}} \) of the stage group using the mean wave time parameter \( \hat{W}_i \) estimated previously. This process is repeated for all variable stage groups, \( \forall i \), and the sum of the \( \hat{S}_{i, \text{new}} \) values is added to the fixed partition execution time parameter \( \hat{F}_i \) estimated previously to obtain the execution time prediction \( T_{\text{new}} \), as shown in (4).

\[ T_{\text{new}} = \sum_{i \in \text{var}} \left[ \frac{P_{i, \text{new}}}{E_{\text{new}}} \right] \times \hat{W}_i + \hat{F}_i \]

D. Discussion

PERIDOT is compact since it captures both executor and data scaling using the number of waves as shown by (1). Modeling in terms of the number of waves and mean time per wave allows PERIDOT to rely on just two reference executions. Moreover, the two reference executions are enough to identify the dependency structure of an application and incorporate its impact on stage group wave times and hence the overall execution time. To facilitate quick predictions, PERIDOT makes several simplifications with regards to the dependency structure, the characterization of fixed and variable partition stages, and the wave behaviour of stage groups. We next experimentally study the impact of such simplifications on accuracy.

V. EXPERIMENT SETUP

A. EXPERIMENT TESTBED

We use PERIDOT to predict the execution time of applications in a large cluster setting. Specifically, we use a multi-node testbed consisting of nodes from the ARC cluster of University of Calgary [20]. Each node used from this cluster has a four socket AMD Istanbul processor. A socket contains 6 cores each clocked at 2.4 GHz. The 24 cores associated with one compute node share 250 GB of RAM. This environment is equipped with Spark 2.2.0 and operates based on a common network file system.

B. EXPERIMENT FACTORS

APPLICATIONS - We evaluate our technique with 8 standard benchmarks encompassing text analytics, linear algebra, machine learning and Spark SQL. Word Count (\( WC \)) counts the number of occurrences of each word in a text file. The input consists of random words generated from words in the Linux dictionary. \( WC \) is a representative of a compute-intensive application. Sort (\( SO \)) ranks records by their keys. The input is a set of samples, each represented as a numerical vector. Sort is both compute and memory intensive. Linear Regression (\( LR \)) models the relationship between a dependent variable and a set of independent variables. \( LR \) is a representative of a machine learning application that triggers multiple jobs. Correlation analysis (\( CA \)) calculates the statistical dependency of input variables. While \( WC, SO, LR \) and \( CA \) are part of the standard Spark distribution, to expand our evaluation, we have also used a Matrix Multiplication (\( MM \)) application [21]. \( MM \) receives a \( m \times n \) matrix, and multiplies the transpose of this matrix with itself to output a \( n \times n \) matrix.

To further diversify our applications, we also use Spark SQL queries from the industry-standard TPC-DS benchmark suite [10]. We include these queries because of their more complex DAG structures compared to the rest of the applications. Specifically, we use Query26 (\( Q26 \)), Query52 (\( Q52 \)) and Query64 (\( Q64 \)). \( Q26 \) and \( Q52 \) are interactive queries that have been used by other researchers developing performance models [22]. \( Q64 \) represents a particular stress case for PERIDOT. It performs complex joins on four different tables to trace patterns in data with respect to selected features. To the best of our knowledge, existing prediction approaches have not used \( Q64 \) in their validation exercises.

Table I shows some high-level characteristics for the selected applications. These applications vary in terms of the number of jobs, number of stages, DAG structures and the operations used. From the table, the applications we have selected cover the three most frequently observed communication patterns in Spark [7] namely, Collect, Tree Aggregation and Shuffle.

INPUT AND RESOURCE CONFIGURATIONS - We vary the input size from 1 GB to 100 GB. To process this data, we employ up to 40 executor cores distributed over 1 to 8 machines,
with each machine running an executor with 5 cores. Each executor is configured with 50 GB of RAM. The choice of input sizes and executor core numbers allows us to fully exploit the in-memory data processing offered by Spark with no disk spills while ensuring sufficient spare memory is available for the Spark driver, i.e., the JVM process that coordinates the executors, and the operating system.

**Other approaches** - We first compare PERIDOT with an Ideal Scaling (IS) baseline. The IS baseline assumes that the performance ideally scales with executor cores. For example, for any given input size, doubling the executor cores assigned to an application results in half the execution time. Similarly, IS assumes that for a given number of executor cores the execution time increases linearly (with a unit slope) with input size.

We also compare PERIDOT with an existing machine learning based prediction approach from literature namely, Ernest [7]. As shown in (5), Ernest uses a regression model where an application’s execution time is expressed as a linear combination of four components namely, a constant term, a linear dependence on the ratio of input size $D$ to the number of nodes $nodes$ allocated to the application, a non-linear dependence on $nodes$ that captures inter-node communication overheads, and a linear dependence on $nodes$.

$$T = \theta_0 + \theta_1 \times \left( D \times \frac{1}{nodes} \right) + \theta_2 \times \log(nodes) + \theta_3 \times nodes \quad (5)$$

While Ernest is shown to be effective in settings with extensive historical, i.e., training, data, we specifically focus on its ability to offer predictions from limited reference executions. We note that in contrast to PERIDOT, IS and Ernest do not explicitly consider application dependencies and the effect of task waves in their models.

**C. Experiment Process**

For each experiment, we have an initial phase where the two reference executions are carried out as described in Section IV to extract the application dependencies and the model parameters. Our reference executions use 5 cores. We use 1 GB and 2 GB data sizes in the reference experiments. In the evaluation phase, we run each Spark application with all executor core settings and input sizes to collect the application execution times. We repeat each measurement multiple times and use the mean of the measured execution times. We compare the measured execution times with those predicted by PERIDOT and the other techniques and report the relative error.

**VI. Results**

This section is organized as follows. We first provide an overview of the performance of the 8 applications in Section VI-A. Section VI-B evaluates PERIDOT and compares its performance with the other two prediction techniques. We have made the execution scripts and the logs of all experiments available online [9].

**A. Application Performance Characteristics**

We first show how the execution times of the 8 applications change with the number of executor cores. On our setup, the execution times vary by factors of 9 to 24 while using the executor cores and size settings presented in Sec. V-B. As shown in Fig. 3, for all applications, execution time speedups become progressively less dramatic as the number of cores increases. This motivates the need for models that capture such trends so that the appropriate number of executors can be selected for any given application.

The mean wave times can vary significantly across the various stage groups in an application. Fig. 4 shows this behaviour for $Wc$, $Mm$, and $So$ in the reference executions. Other applications show similar behaviour but we omit the figures since they have a larger number of stages. This motivates PERIDOT’s choice of modeling individual stage groups and aggregating the results of the individual stage group models.

Next, we focus on the wave behaviour of a given stage group across different executions. PERIDOT assumes that the prediction for a target execution can be obtained from the wave time of stage groups in the reference execution. The wave times of the reference and target are similar due to the following two reasons:

**First**, the block size remains almost the same in any given system. Hence, the system processes same sized blocks across different settings with only the number of blocks, i.e.,

1 Due to large differences in application execution times, we have shown the results in two different graphs for better visibility.
partitions, processed changing depending on the size of the application’s input data. Since a wave is made of equal-sized, concurrent blocks, the wave times are likely to be similar across executions (provided the structure of the data is preserved, as discussed later). Fig. 5 plots the wave times of the largest stage of $Mm$ and $So$ under different executor core and size settings. This figure confirms that the wave time of any given stage group is very similar across different settings thereby justifying our modeling choice. We observe similar behaviour in other applications including those with parallel stages.

Almost all of these are stage groups of very short execution times involving Spark operations such as `collect`, `first`, `take` and `runJob`. The overall execution times of all applications are dominated by the execution times of variable stage groups. For example, the variable stage groups contribute on average 68%, 83% and 67% to the overall execution times of Q26, Q52 and Q64, respectively. Although the contribution of fixed stage groups to the execution time is smaller, considering them in the prediction process improves accuracy.

### Table II. STAGE TYPES CHARACTERIZATION

<table>
<thead>
<tr>
<th>Application</th>
<th>Parallel Stages</th>
<th>Variable Stage Groups</th>
<th>Fixed Stage Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Wc$</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>$Mm$</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$So$</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>$Co$</td>
<td>0</td>
<td>22</td>
<td>31</td>
</tr>
<tr>
<td>$Lr$</td>
<td>0</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Q26</td>
<td>1</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>Q52</td>
<td>1</td>
<td>1</td>
<td>28</td>
</tr>
<tr>
<td>Q64</td>
<td>1</td>
<td>1</td>
<td>60</td>
</tr>
</tbody>
</table>

### B. Accuracy of PERIDOT

Fig. 7 shows the mean prediction errors of PERIDOT for the 8 applications. We perform predictions for all executor and data size settings that are not used by the reference executions. The mean prediction error for all applications are below 15%. The highest prediction error is for Q52 where the error goes up to 20% with the mean prediction error for this application being 13%. The accuracy of PERIDOT for applications with and without parallel stages is 10.4% and 6.0%, respectively. Considering all applications, the mean error is 6.6%. We did not notice any clear correlation between the magnitude of errors and the data size and executor core settings. PERIDOT is effective across a diverse range of settings. These results validate the modeling choices described in Section IV.

PERIDOT provides quick predictions. For instance, exhaustive experimentation of all possible configurations we explore for all 8 applications requires over 2,500 core hours. The core hours needed by PERIDOT are only 0.7% of that incurred by exhaustive experimentation.

Fig. 8 compares PERIDOT and IS. PERIDOT significantly outperforms IS. For the $Wc$, $Mm$, $So$ and $Co$ applications, the mean accuracy of PERIDOT is 1.35 times that of IS. IS performs extremely poorly with $Lr$ and the Spark SQL applications, which have complex DAGs. For Q64, which
has the most complex DAG, the prediction error of IS reaches 104%. PERIDOT’s mean accuracy is over 10 times that of IS for these applications.

Finally, we compare PERIDOT with the machine learning based Ernest approach. Ernest is shown to be effective for predicting the execution time of the applications when combined with a training data selection process [7]. In this study, we specifically focus on the effectiveness of Ernest when trained with limited number of training data, i.e., the two reference executions. Fig. 9 shows the mean error of Ernest with 2 and 4 reference executions. When Ernest is trained with the two reference executions we use for PERIDOT, the mean prediction error of the technique over all applications is 55%. From the figure, the mean error of Ernest can improve when more training data is provided. PERIDOT’s accuracy can improve as well with more training data. For example, with 2 additional references, error for Q26 goes down from 8.7% to 3.0%. Errors for other applications drop around 1%. However, PERIDOT does not need too many reference experiments to produce accurate predictions and is hence more effective in situations that need quick predictions based on a limited number of executions.

A key aspect that differentiates PERIDOT from existing approaches is that it explicitly models the task wave behaviour and internal dependencies in a Spark application. For any given application, it uses the reference executions to identify application dependencies as a sequence of stage groups. It also computes the times to execute a single wave of tasks in each of the identified stage groups in the reference executions. Modeling the execution time in terms of these parameters ensures that PERIDOT can capture the performance behaviour of an application without the need for exhaustive sampling of the application behavior.

Evaluations based on a diverse set of applications show that PERIDOT can provide accurate predictions. In particular, PERIDOT outperforms competing approaches in predicting the behaviour of applications with complex dependencies. The results also show that PERIDOT requires significantly lesser experimentation effort than machine learning approaches to provide accurate predictions.

Future work will focus on further enhancing PERIDOT’s accuracy. In particular, we will focus on alternative methods to model parallel stages and study the impact of those methods on accuracy. Future work will investigate techniques to model how structural properties of data impact execution times. To the best of our knowledge, none of the existing Spark execution time prediction approaches have considered this problem. Finally, we will leverage PERIDOT to realize deadline-driven Spark schedulers as well as optimization frameworks that support job planning exercises.

VII. CONCLUSIONS AND FUTURE WORK

Users and operators of a Spark system can benefit from models that provide timely performance predictions for their applications. For example, such models can provide an application developer early insights about scaling behaviour thereby helping them optimize their implementation. They can also be used at runtime by schedulers to size applications with the right amount of resources. Existing approaches require extensive prior executions of applications under a wide range of resource allocations and data sizes of interest. Such data might not be always available. Furthermore, obtaining similar information through controlled experiments can be challenging and even impractical. This paper proposes a technique called PERIDOT that uses just two reference executions on a small subset of the application’s input data to obtain a model that can extrapolate its predictions for other input data sizes and resource allocations.
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