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Abstract—Existing data center networks (DCNs) based on only electronic packet or all-optical switching still pose an exponential increase in power consumption and cost due to the current high demand for digital data and sustainability issues. The recent development of hybrid DCN prototypes is a promising solution offering relatively higher data throughput, low latency, reduction in cost and energy consumption. This paper explores the frontier of hybrid DCN with a special focus on energy consumption and cost. We evaluate the energy consumption per bit and the greenhouse gas (GHG) emission per year of three hybrid switching systems as compared with an optical point to point (ptp) network, results show that the hybrid switching systems will consume less energy per bit and are likely to emit less GHG annually. We present feasibility analysis on the energy consumption and cost of some hybrid DCN prototypes. Evaluation results show that Helios-like and Hybrid Optical Switching-like prototypes achieve a power usage effectiveness (PUE) value lower than 1.2, an index which represents a very efficient level of energy performance in a data center network.

Index Terms—Data center networks, Hybrid switching systems, Energy consumption, Network performance analysis.

I. INTRODUCTION

DATA centers currently support and enable service economies in the way heavy industries supported manufacturing during the 1920s. Data center networks (DCNs) have been phenomenal in communication systems over the past decades, but their drawbacks such as high power consumption, high cost and unsustainable network traffic should not be overlooked. A very large data center network may consume 30 gigawatt per hour (GWh) of power in a year. Large-scale data centers need massive infrastructure of cooling systems. As a data center grows, it becomes harder to focus on a target area for cooling since the walls of data centers act as heat sinks, increasing the cost of cooling per square foot [1].

The power load for a data center network is further discussed and presented by researchers in [2]. Energy is usually the largest single element for the capital expenditures (CAPEX) and operating expenses (OPEX) in data center networks, the indirect impact of energy consumption in the world today cannot be overemphasized. Hybrid data center network (HDCN) offers a possible solution to the current state of high demand and rapid growth in network traffic, along with the exponential increase in power consumption and cost of DCNs by integrating multiple switching schemes to make use of their numerous advantages. A typical hybrid DCN constitutes a multiplicity of switching schemes such as the optical packet switching (OPS), optical burst switching (OBS), optical circuit switching (OCS) and electronic packet switching (EPS) [3], [4]. This integration of schemes or switching systems allows for a new and enabling technology capable of transforming current data center networks to an agile and flexible kind. Resource allocation is employed in hybrid DCN to enable optimal data flow within each switching scheme in order to improve the energy efficiency level of the entire network and to satisfy performance requirement conditions [5]. Efficient scheduling in hybrid switching systems impacts significantly on the entire network. Some examples of scheduling algorithms for hybrid switching systems are given in [6]–[9].

Majority of work done on hybrid DCN energy consumption mainly focuses on optical interconnect categorization and their spectral efficiency. Researchers in [6] showed that the construction of hybrid DCN is the most cost and energy-efficient way for DCN upgrading while offering high quality of service. They evaluated the benefits brought by the flexibility of OPS/OCS hybrid scheme. Further work is done by [10]. They explored the feasibility and applicability of optical switching in hybrid data center networks, focusing mainly on the Helios and c-Through prototypes.

The contribution of our work is twofold. First, we conduct simulation on the energy consumption of different hybrid DCN architectures. We then place our analysis in a more realistic context, in which well-known prototypes of hybrid DCNs are studied, and their applicability under different network requirements are compared in a tabular form. We evaluate and present numerical analysis on the power consumption, cost and CO₂ emission of these hybrid DCN prototypes.

The rest of this paper is organized as follows: In Section II we consider the energy consumption of hybrid switching systems and present numerical evaluation of their comparative functions.
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In Section III we evaluate the power consumption and cost of some well-known hybrid DCN prototypes and their potential environmental impact. We finally discuss pending challenges that may affect the sustainability of hybrid data center networks. Section IV concludes the paper.

II. ENERGY CONSUMPTION OF HYBRID SWITCHING SYSTEMS AND APPLICATION SCENARIOS

Hybrid solutions which combine circuit and packet switching in the optical domain yield low power consumption and high performance [5], [6], [11], [12]. We evaluate the energy per bit and the greenhouse gas (GHG) emission per year of three hybrid switching systems as compared with an optical point to point (ptp) network. Method used for the GHG emission conversion can be found in [13]. In our evaluation we exclude the power consumption of the support infrastructure equipment. Since the data traffic flow that remains within large-scale data centers currently account for over 40% of total traffic within all data centers and will account for 55% by 2021 [14], we therefore simulate only the traffic that remains within the data center, focusing primarily on the network equipments (NE) (i.e. ToR switches, aggregation switches and core switches). The power consumption for the different switching schemes in each hybrid DCN can be given as:

\[ P_{NE} = N_T \cdot N \cdot P_{ToR} + N \cdot P_{Agg} + P_{Core} \]

Here, \( P \) denotes power consumption, \( Scheme \) indicates the type of hybrid switching system (i.e. either OCS OPS OBS EPS, OCS EPS or OPS EPS), \( N_T \) is the number of ToR nodes and \( N \) is the number of aggregation nodes. The power consumption of the optical ptp network is given as follows:

\[ P_{NE} = N_T \cdot N \cdot P_{ToR} + N \cdot P_{Agg} + P_{Core} \]

The configurations used for simulation is shown in Table I. We assume all switching fabrics of the three hybrid systems have the same number of active components during simulation.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Servers per rack</td>
<td>48</td>
</tr>
<tr>
<td>ToR Switches</td>
<td>64</td>
</tr>
<tr>
<td>Aggregation Switches</td>
<td>32</td>
</tr>
<tr>
<td>Total Amount of Servers</td>
<td>96,000</td>
</tr>
<tr>
<td>Wavelength per fiber</td>
<td>64Gbps</td>
</tr>
<tr>
<td>Cabling at ToR &amp; Agg</td>
<td>40Gbps</td>
</tr>
<tr>
<td>Traffic distribution</td>
<td>Lognormal</td>
</tr>
</tbody>
</table>

Fig. 1(a) shows the energy consumption per bit of traffic transmitted successfully by different hybrid switching schemes in comparison with that of the optical ptp network. The hybrid switching scheme of (OCS OPS OBS EPS) has the most energy savings ranging between 28.80% and 32.40%. Our evaluation included ToR and aggregation switches for each of the switching systems mentioned, a detailed explanation of the model used for the estimation of power consumption and configuration of the optical ptp network can be found in [15].

![Fig. 1: Comparison of hybrid switching schemes to optical ptp networks. (a) Energy consumption per bit of flow transmitted successfully for different hybrid switching schemes as compared with optical ptp network. (b) Greenhouse gas emission per year of hybrid switching systems relative to optical ptp networks.](image)

Fig. 1(b) shows the GHG emissions per year for different hybrid switching schemes as compared with optical ptp network. There is an exponential increase in GHG emission as the number of servers in the data center grows. When the number of servers increase from 25K to 400K, the reduction in GHG emissions offered by the hybrid switching scheme of OCS/EPS increases from 13.07% to 31.06%. The GHG emissions are expressed in metric kilotons (kt) of carbon dioxide equivalent (\( CO_2e \)) generated by DCNs per year.

The blocking loss curve (BLOC) defined in [5] shows that the more resource allocated to an optical switch in a hybrid switching system the lower energy is consumed in the entire network. However, there is a trade-off when considering the high cost of optical switches, optical transceivers and other optical components. Finding the balance between cost, energy consumption and resource allocation is vital in hybrid switching systems. We therefore discuss qualitative comparisons and present suitable ways of adopting hybrid switching schemes. Table II shows some application scenarios for the implementation of hybrid switching in data center networks.

1) **OCS and EPS**: The combined switching scheme of OCS and EPS employs relatively low level of inter-ToR network capacity distribution and efficiently manages long-lived bulk data transfer which results in a relatively moderate complexity, high capacity and low cost [6], [16].

2) **OPS, OBS, OCS and EPS**: This scheme enables adequate mapping of each application to a given transport mechanism that best satisfies its inherent traffic demands, thus, allowing for instant service differentiation in the optical layer. Before a burst deployment in an OBS, a control packet is generated and forwarded towards the output port to establish a one-way resource reservation resulting in high flexibility [17]. Meanwhile, the offset-time sent prior to burst deployment also ensures reduced loss probability and enables the implementation of different service classes. Since three of these four switching schemes are optically transmitted via a wavelength division multiplexing (WDM) collectively, they are able to provide higher data rates over long transmission channels than the electrical transmission systems, thus, resulting in lower power consumption [15].

3) **OPS and EPS**: The OPS in this scheme offloads traffic from the EPS core which enables the data center to grow by approximately 25x without increasing capacity of the existing EPS core. This is achieved by issuing packet compression in the
III. ENERGY EFFICIENCY IN HYBRID DCN PROTOTYPES

In this section we present an empirical study on the relationship of energy consumption and cost of some hybrid data center network prototypes and their future prospects.

A. Energy Consumption and Cost

In an attempt to confront the drawbacks of traditional data center networks (DCNs) such as the increase in power consumption and cost, low data throughput and latency, hybrid DCN prototypes have been proposed by various research groups with a couple of notable mentions in Table III.

Several metrics exist for the assessment of energy consumption in DCNs, we adopt the power usage effectiveness (PUE) metric proposed by [19] in this paper. PUE illustrates how efficiently data centers utilize their power resources. It is determined by the ratio of Total Facility Power of a given data center network to IT Equipment Power. The overall efficiency of the data center improves as the PUE quotient decreases toward 1 (i.e., maximum attainable efficiency without overhead energy consumption). PUE measurements helps data center administrators and organizations benchmark their overall operations and to identify opportunities to increase efficiency.

Although the PUE trend of data center networks has seen a good decline since 2009 [20], it still remains relatively high in comparison with the ideal PUE value of 1.0 [19]. The performance level of energy consumption in current data center networks is between average and efficient index, hence the need for much improvement. When PUE index improves the energy consumption in a data center network reduces. Thus, we conduct an estimation of cost and CO₂ emission reduction from PUE improvement respectively. The annual cost to run data center servers can be defined as server power cost (SPC) [21], and calculated as follows:

\[
SPC = \frac{Average\ Power\ (W)}{1000} \times 8760 \left( \frac{hours}{year} \right) \times PUE \times Cost\ kWh\ (3)
\]

The improvement of energy performance in a data center network can be represented by ∆PUE. We use the average PUE of current data center networks (1.61) as a reference value [20]. We therefore represent the improved PUE value of a DCN as k, where k is ∈ [1, 1.61]. Hence:

\[
\Delta PUE = | k - 1.61 |,\ k \in [1, 1.61],\ \Delta PUE \in [0, 0.61] \ (4)
\]

For further analysis we consider a data center consisting of 1024 servers, the saving cost (SC) caused by the reduction of power consumption can be calculated as follows:

\[
SC = 1024 \times \frac{Average\ Power\ (W)}{1000} \times 8760 \left( \frac{hours}{year} \right) \times \Delta PUE \times Cost\ kWh (5)
\]

Based on the trending relationship between saving cost, reduction in CO₂ emission and ∆PUE (improved power usage effectiveness), we can further analyze the economical and ecological impact of the energy performance and CO₂ of hybrid data center networks in a more qualitative and comprehensive manner as shown in Fig. 2(a). The figure shows a trend in cost saving and CO₂ emission reduction when ∆PUE increases. The relationship between power usage effectiveness (PUE) and CO₂ emission factor is discussed in [13], [22].

We further calculate the estimated PUE of these hybrid DCN prototypes: Helios, c-Through, HOS, Huawei hybrid DCN and Mordia. Here we define the total facility power of a hybrid DCN as the sum of energy consumed by IT equipments and by support infrastructure equipments. We assume that the energy consumed by IT equipments is mainly from servers and network components (i.e. ToR switches, aggregation switches and core switches). Energy consumed by support infrastructure equipments is mainly from cooling system, lightening and power supply chain. The parameters and configuration used to evaluate the prototypes are shown in Table I and III.

Fig. 2(b) shows that PUE of the five hybrid DCN prototypes is relatively lower than 1.61, which has been the average PUE value of data center networks in recent years [20]. Moreover, among these five prototypes, Helios and HOS architecture
TABLE III
HYBRID DCN PROTOTYPE COMPARISON

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>OCS OPS OBS EPS</td>
<td>Glimmerglass (MEMS based OCS switch) (\text{core})</td>
<td>0.24 W</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fulcrum Monaco 24-port 10 GigE packet switch (\text{core})</td>
<td>12.5 W</td>
<td>US$707.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MEMS switch (\text{core})</td>
<td>0.1 W</td>
<td>US$36.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>XFP DWDM transceivers (wavelengths = 32) (\text{agg})</td>
<td>3.5 W</td>
<td>US$427.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dell 48-port GigE packet switch (\text{pod})</td>
<td>12.5 W</td>
<td>US$650.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Electronic CMOS switch (\text{core})</td>
<td>8 W</td>
<td>US$114.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Line card (\text{core})</td>
<td>300 W</td>
<td>US$353.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SOA switch (\text{core})</td>
<td>20 W</td>
<td>US$1290.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Optical Amplifiers (\text{core})</td>
<td>14 W</td>
<td>US$1190.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control info extraction/reinsertion (\text{core})</td>
<td>17 W</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MEMS switch (\text{core})</td>
<td>0.1 W</td>
<td>US$36.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Resource allocator (\text{edge})</td>
<td>296 W</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Tunable wavelength converter (\text{edge})</td>
<td>1.69 W</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Classifier (\text{edge})</td>
<td>62 W</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Assembler (\text{edge})</td>
<td>62 W</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Packet extractor (\text{edge})</td>
<td>25 W</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Nistica 100 WSS (TI DLP binary MEMS based) (\text{core})</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Optical Amplifiers (\text{core})</td>
<td>14 W</td>
<td>US$1190.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Variable Optical Attenuators (\text{core})</td>
<td>0.3 W</td>
<td>US$246.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DWDM SFP+ (\text{core})</td>
<td>1.85 W</td>
<td>US$569.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10 GigE (\text{agg})</td>
<td>12.5 W</td>
<td>US$889.00</td>
</tr>
</tbody>
</table>

 achieves a PUE value lower than 1.2, an index which indicates a very efficient level of energy performance in a DCN [19].

B. Challenges

The development of hybrid data center networks (DCNs) faces economical and ecological challenges. The cost of components in data center networks is inextricably linked to energy consumption and performance. Hybrid data centers often require long links for network interconnection, and hence optical transceivers have become a necessity [23]. However, the high cost of optical transceivers is a challenging issue for modern data centers limiting their scalability and performance. Although hybrid data center networks serve as a better option to traditional data center networks, cooling system, lightening and power supply chain still take up an estimated 45% of the total facility power, giving a high propensity of cost incurrence and consequential greenhouse gas (GHG) effect depending on the network size. The relationship between cost and \(CO_2\) cannot be overemphasized, the financial implications and environmental effects are significant. Sustainability has become a real challenge in this aura of technological modernity. Companies need to be publicly committed to science-based targets (SBTs) on greenhouse gas reduction.

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we present an overview of some hybrid DCN switching schemes, prototypes and related energy consumption. We evaluate the energy per bit and the greenhouse gas (GHG) emission of three hybrid switching systems as compared with an optical point to point (ptp) network. We then outline application scenarios best suitable for these hybrid switching schemes. One of the most significant concern behind the numerous proposals of hybrid DCN lies in the constant increase in energy consumption and its associated greenhouse gas emissions effect and cost. We therefore analyze the potential power usage effectiveness, greenhouse gas emission effect and relative cost of five hybrid DCN prototypes. Finally, we highlight some pending economical and ecological challenges. Our future work will focus on the optimization of hybrid switching systems by employing the best practices of traffic partitioning in order to find the fine line between cost, energy consumption and resource allocation against the ever rising demand and sustainability of data traffic in large-scale DCNs.
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