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Abstract—We predict the conditional distributions of service metrics, such as response time or frame rate, from infrastructure measurements in a cloud environment. From such distributions, key statistics of the service metrics, including mean, variance, or percentiles can be computed, which are essential for predicting SLA conformance or enabling service assurance. We model the distributions as Gaussian mixtures, whose parameters we predict using mixture density networks, a class of neural networks. We apply the method to a VoD service and a KV store running on our lab testbed. The results validate the effectiveness of the method when applied to operational data. In the case of predicting the mean of the frame rate or response time, the accuracy matches that of random forest, a baseline model.
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I. INTRODUCTION

Methods from statistical learning are increasingly adopted as tools for network and service engineering. Using measurements collected from infrastructure and services, these methods allow us to learn models that predict service quality, likelihood of component failures, etc.

Such predictions are generally modeled as point values of continuous variables, for instance, the mean response time of a service or the mean time for a system component to fail. Regression methods, based on linear regression, random forest, or neural networks, for instance, predict the mean of the target variable (e.g., the response time), conditioned on the input (i.e., infrastructure measurements).

Predicting point values like the conditional mean, however, provides a limited description of the target variable. This is illustrated in Figure 1, which shows the evolution over time of the frame rate measured on a video-on-demand (VoD) client on our testbed. During the first half of the experiment (time interval 0-600), the distribution of the frame rate is bimodal, with values either close to 12 or 24 frames/sec, and predicting the mean of the frame rate, around 18 frames per second, provides only limited knowledge about the service behavior. Even if the second part of the figure (time interval 600-1200) suggests that the distribution is unimodal, its variance seems to change over time, which may be valuable to know.

In this paper, we present a method for predicting and evaluating the conditional distributions of service metrics. From such distributions, key statistics of these metrics, including mean, variance, or percentiles can be derived. Following an approach proposed by C. Bishop, we model the distributions as Gaussian mixtures, whose parameters we predict using mixture density networks, a class of neural networks [1]. Keras, a neural-network API, allows us to implement mixture density networks in an elegant and efficient way [2].

We apply the method to a VoD service and a key-value (KV) store running on our lab testbed, where we collect statistics under different load patterns. The results validate the suitability of the method and suggest that accurate prediction of conditional distributions of service metrics from infrastructure statistics can be made. In the case of predicting the mean of the frame rate or response time, the accuracy matches that of random forest, a baseline model. A lesson we learned is that the search for hyper-parameters for mixture density networks (which result in small neural networks and small prediction errors) is hard and time-consuming.

The main contribution of this paper is strong experimental proof that distributions of service metrics can be accurately predicted from operational statistics in a cloud environment. We demonstrate this for two very different, cluster-based services and different load patterns. We believe that the prediction of generative models like Gaussian mixtures for KPIs, configuration parameters, etc., provides a powerful tool for network and service engineering.

The remainder of this paper is organized as follows. Section II formalizes the problem and details the approach to address it. Section III describes the method we are using to obtain the mixture models and the metrics for evaluating the predictions. Section IV details our testbed, the experiments we are conducting, the metrics we are collecting during experiments and the traces we generate from this data. Section V discusses the model predictions and the evaluation results. Section VI
surveys related work. Finally, Section VII presents conclusions and future work.

II. PROBLEM SETTING AND MACHINE LEARNING METHODS USED IN THIS WORK

We investigate how to map infrastructure statistics $X$ to service-level metrics $Y$ using supervised learning. The infrastructure statistics $X$ include measurements from a server cluster and a network. The service-level metrics $Y$ refer to performance indicators on a client, for example, frame rate or response time. Details regarding the composition of $X$ and $Y$ are given in Section IV-B.

The metrics $X$ and $Y$ evolve over time, influenced, e.g., by the load on the servers, operating system dynamics, network traffic, and the number of active clients. Assuming a global clock that can be read on the machines in the server cluster, the network devices, and the clients, we model the combined evolution of the metrics $X$ and $Y$ as a time series $\{(x_t, y_t)\}$.

Our objective is to estimate the distribution (or density) of the service-level metric $Y$ conditioned on knowing the infrastructure metric $x \in X$.

Using the framework of statistical learning, we model $X$ and $Y$ as random variables. We assume that the measurements $\{(x_t, y_t)\}$ are samples drawn from the joint probability distribution of $(X, Y)$. Further, we assume $x_t \in \mathbb{R}^d$ (in the context of this work, $d$ takes values from tens to thousands). Lastly, we assume $y_t \in \mathbb{R}$, i.e., $y_t$ is one-dimensional (or univariate), which simplifies the formal description that follows.

Formally, the problem is finding a model $M : x \rightarrow P(Y|x)$ for $x \in X$, such that the likelihood function $L(\{P(y_t|x_t)\})$ is maximized, which is achieved by minimizing the error function $E = -\log(L)$ [3]. In other words, the goal is to predict the conditional distribution $P(Y|x)$ for all $x \in X$.

We model this distribution $P(Y|x)$ as a mixture of Gaussians, i.e., as a weighted sum of Gaussian distributions.

The resulting density model is a linear combination of kernel functions

$$P(Y|x) = \sum_{i=1}^{K} \alpha_i(x) \phi_i(Y|x)$$  \hspace{1cm} (1)

where $\alpha_i(x) \in (0,1)$ are the mixing coefficients, $\phi_i(Y|x)$ are the conditional density functions of the target variable $Y$ for the $i^{th}$ kernel, and $K \geq 1$ is the number of kernels.

The Gaussian kernels have the form

$$\phi_i(Y|x) = \frac{1}{(2\pi)^{d/2}\sigma_i(x)} \exp\left\{-\frac{\|Y - \mu_i(x)\|^2}{2\sigma_i(x)^2}\right\}$$  \hspace{1cm} (2)

where $\mu_i(x)$ and $\sigma_i(x)^2$ denote the mean and variance of the $i^{th}$ kernel. It is important to note that the mixture model presented here can model arbitrary distribution functions, which makes this approach general [4], [5].

III. MIXTURE DENSITY NETWORKS (MDNs)

A mixture density network (MDN) is a specialized neural network that estimates the parameters of a Gaussian mixture model in order to predict a conditional distribution. MDNs have been proposed by C. Bishop in 1994 [1] and have been used regularly by researchers because of good performance on specific data sets [6] [7] [8] [9]. (To clarify a possible confusion: the standard way of finding the parameters of a Gaussian mixture model for a given data set $X$ is applying the expectation-maximization algorithm (EM) to maximize the likelihood of the data [3]. Note that our case is different, as we model a conditional distribution $P(Y|x)$.)

An MDN is a fully connected neural network with at least two layers in addition to the input: the input layer, one or more hidden layers, and the output layer. The output layer is specialized to estimate the parameters of the mixture model. It contains three types of nodes which differ in the activation function they are using. The first type of nodes uses softmax as activation function and estimates the mixing coefficients $\alpha_i$

$$\alpha_i = \frac{\exp(a_i^\mu)}{\sum_{j=1}^{K} \exp(a_j^\mu)}$$  \hspace{1cm} (3)

for $i = 1, \ldots, K$, where $K$ is the number of mixture components. Softmax ensures that $\alpha_i > 0$ and that they sum up to 1.

The second type of nodes uses identity as activation function and computes the centers of the Gaussian kernels $\mu_i$

$$\mu_i = a_i^\mu$$  \hspace{1cm} (4)

for $i = 1, \ldots, K$.

The third type of nodes uses the exponential function for activation and computes the variance of the kernels $\sigma_i^2$

$$\sigma_i = \exp(a_i^\sigma)$$  \hspace{1cm} (5)

for $i = 1, \ldots, K$.

The exponential function ensures that the variance is positive. Figure 2 illustrates an MDN for a univariate target.

![Fig. 2. Structure of the Mixture Density Network for a univariate target. All layers are fully connected.](image)

The error function can be written as

$$E = \sum_q E^q$$  \hspace{1cm} (6)
where the contribution to the error from sample \( q \) is given by

\[
E_q = -\ln \left\{ \sum_{i=1}^{K} \alpha_i(x^q) \phi_i(y^q|x^q) \right\}
\]

(7)

An MDN is trained through back-propagation, which computes gradients for iteratively minimizing the error function. Back-propagation requires the derivatives of the error function with respect to the activation variables \( a_i^a, a_i^b, \) and \( a_i^c \). This is explained in [3].

A. Application of Mixture Models

A mixture density network allows us to estimate the conditional distribution \( P(Y|x) \). From this distribution, many statistics of the target variable can be computed. We give two examples of such statistics which will be used later to evaluate the proposed method experimentally. First, we can compute the mean target values for input \( x \) from

\[
\mathbb{E}[P(Y|x)] = \int_{y} \sum_{i=1}^{K} \alpha_i(x) \phi_i(x)p(y) \, dy = \sum_{i=1}^{K} \alpha_i(x) \mu_i(x).
\]

(8)

This formula allows us to predict a \( y \) value for a given \( x \) and thus perform regression. We evaluate the accuracy of such predictions using the metrics NMAE and \( R^2 \) (see IV-E).

A second statistic we can compute from the mixture model relates to percentiles of the target variable. Per definition, the 100\( \text{perc} \) percentile of the conditional probability \( P(Y|x) \) is the value \( a(x) \) in

\[
\text{perc} = \int_{y=-\infty}^{a(x)} P(Y|x) \, dy
\]

(9)

Knowing the parameters of the mixture model \( \alpha_i, \mu_i, \sigma_i \), we can numerically compute \( a(x) \) for a given \( \text{perc} \), which means that, knowing \( x, \text{perc} \), and the model parameters, we can predict \( a(x) \).

We evaluate the accuracy of this prediction by estimating \( \text{perc} \) from the predicted values \( a(x_i) \) on the test set. An estimator for \( \text{perc} \) is

\[
\frac{1}{n} \sum_{t=1}^{n} \mathbb{1}\{y_t \leq a(x_t)\}
\]

(10)

where \( \mathbb{1} \) is the indicator function. The justification for (10) is based on the Glivenko–Cantelli theorem. Since our data sets contain only one value \( y_t \) for a given \( x_t \) the prediction is made over the entire \( X \) space, namely

\[
\int_X \int_{y=-\infty}^{a(x)} P(Y|x) \, dyP(x) \, dx = \text{perc} \int_X P(x) \, dx = \text{perc}.
\]

B. Modeling MDNs in Keras

Keras is a high-level neural network API, which allows users to rapidly define, train, and evaluate neural networks for regression or classification [2]. It is written in Python and runs on top of other platforms, including Tensorflow, CNTK, and Theano.

In Keras, the architecture of a neural network can be defined in a modular way. There are predefined modules that model a dense layer, a convolutional layer, or a recurrent layer, for instance. A range of activation functions is supported, including sigmoid, softmax, relu, to name but a few. Similarly, predefined error functions and regularization schemes can be chosen. Different flavors of forward propagation are supported, such as dropout, as well as various termination criteria for gradient descent, for instance, early stopping. Keras supports auto-differentiation, which means that users do not need to implement back-propagation. Further, input data can be automatically partitioned into training, validation, and test sets.

To implement an MDN in Keras, we create a sequential model with a number of predefined dense layers and build our own output layer. The output layer is written by customizing a base class “Layer”. This involves partitioning the layer into three separate layers (with softmax, linear, and exponential activation function, respectively) and constructing the weight matrix. Further, the error function is defined through equation (7).

There are a handful of MDN implementations in the public domain. One of them has been written using Edward, a Tensorflow library which provides an API for probabilistic modeling. We found Edward not suitable for our purposes since it lacks many features of Keras for model training and evaluation. Our implementation is based on [10] which uses an earlier version of Keras.

IV. TESTBED AND TRACES

A. Testbed and services

In this section, we describe the experimental infrastructure and the structure of the data traces that we create. Further, we describe the services that run on this infrastructure, namely, a Video-on-Demand (VoD) service and Key-Value (KV) store. Lastly, we explain the load patterns we use and the experiments we run to obtain the traces.

Figure 3 outlines our laboratory testbed at KTH. It includes a server cluster, an emulated OpenFlow network, and a set of clients. The server cluster is deployed on a rack with ten high-performance machines interconnected by a Gigabit Ethernet. Nine machines are Dell PowerEdge R715 2U servers, each with 64 GB RAM, two 12-core AMD Opteron processors, a 500 GB hard disk, and four 1 Gb network interfaces. The tenth machine is a Dell PowerEdge R630 2U with 256 GB RAM, two 12-core Intel Xeon E5-2680 processors, two 1.2 TB hard disks, and twelve 1 Gb network interfaces. All machines run Ubuntu Server 14.04 64 bits, and their clocks are synchronized through NTP [11].

The VoD service uses VLC media player software [13], which provides single-representation streaming with varying
frame rate. It is deployed on six PowerEdge R715 machines—one HTTP load balancer, three web server and transcoding machines, and two network file storage machines. The load balancer runs HAProxy version 1.4.24 [14]. Each web server and transcoding machine runs Apache version 2.4.7 [15] and ffmpeg version 0.8.16 [16]. The network file storage machines run GlusterFS version 3.5.2 [17] and are populated with the ten most-viewed YouTube videos in 2013, which have a length of between 33 seconds and 5 minutes. The VoD client is deployed in another PowerEdge R715 machine and runs VLC version 2.1.6 over HTTP.

The KV store service uses the Voldemort software [18]. It executes on the same machines as the VoD service. Six of them act as KV store nodes in a peer-to-peer fashion, running Voldemort version 1.10.22 [18]. The OpenFlow network includes 14 switches, which interconnect the server cluster with clients and load generators. The load generators emulate client populations.

A more detailed description of the testbed setup is given in [12].

B. Collected data and traces

We describe the metrics we collect on the testbed, namely, the input feature sets $X_{cluster}$ and $X_{port}$—the union of which we refer to as $X$—as well as the specific service-level metrics $Y_{VoD}$ and $Y_{KV}$.

The $X_{cluster}$ feature set is extracted from the kernel of the Linux operating system that runs on the servers executing the applications. To access the kernel data structures, we use System Activity Report (SAR), a popular open-source Linux library [19]. SAR in turn uses procfs [20] and computes various system statistics over a configurable interval. Examples of such statistics are CPU core utilization, memory utilization, and disk I/O. $X_{cluster}$ includes only numeric features from SAR, about 1 700 statistics per server.

The $X_{port}$ feature set is extracted from the OpenFlow switches at per-port granularity. It includes statistics from all switches in the network, namely 1) Total number of Bytes Transmitted per port, 2) Total number of Bytes Received per port, 3) Total number of Packets Transmitted per port, and 4) Total number of Packets Received per port.

The $Y_{VoD}$ service-level metrics are measured on the client device. During an experiment, we capture the following metrics: 1) Display Frame Rate (frames/sec), i.e., the number of displayed video frames per second; 2) Audio Buffer Rate (buffers/sec), i.e., the number of played audio buffers per second. These metrics are not directly measured, but computed from VLC events like the display of a video frame at the client’s display unit. We have instrumented the VLC software to capture these events and log the metrics every second.

The $Y_{KV}$ service-level metrics are measured on the client device. During an experiment, we capture the following metrics: 1) Read Response Time as the average read latency for obtaining responses over a set of operations performed per second; 2) Write Response Time as the average write latency for obtaining responses over a set of operations performed per second. These metrics are computed using a benchmark tool of Voldemort, which we modified for our purposes. The read and write operations follow the request–reply paradigm, which allows for tracking the latency of individual operations. We instrumented the benchmark tool to log the metrics every second.

Generating the traces: During experiments, $X$ and $Y$ statistics are collected every second on the testbed. For each application running on the testbed, the data collection framework produces a trace in form of a time series $\{(x_i, y_i)\}$. We interpret this time series as a set of samples $\{(x_1, y_1), ..., (x_m, y_m)\}$. Assuming that each sample in the set is drawn uniformly at random from a joint distribution of $(X, Y)$, we obtain predictions models using methods from statistical learning.

C. Generating load on the testbed

We have built two load generators, one for the VoD application and another for the KV application. The VoD load generator dynamically controls the number of active VoD sessions, spawning and terminating VLC clients. The KV load generator controls the rate of KV operations issued per second. Both generators produce load according to two distinct load patterns.

1) Periodic-load pattern: the load generator produces requests following a Poisson process whose arrival rate is modulated by a sinusoidal function with starting load level $P_S$, amplitude $P_A$, and period of 60 minutes;

2) Flashcrowd-load pattern: the load generator produces requests following a Poisson process whose arrival rate is modulated by the flashcrowd model described in [21]. The arrival rate starts at load level $P_S$ and peaks at flash events, which are randomly generated at rate $F_E$ events/hour. At each flash event, the arrival rate increases within a minute to a peak load $F_R$. It stays at this level for one minute and then decreases to the initial load within four minutes.

Table I shows the configurations of the load generators during the experiments reported in Section IV-A. We used a single load generator for the VoD experiments (see [22]) and three for the KV experiments (see [12]).

All traces we used have been created by stochastic models in an attempt to approximate real scenarios. The flash-crowd load pattern, for instance, is based on a model from the research literature and produces arrival patterns that are quite hard to
predict. We plan to use in future work traces from operational environments in addition to synthetic traces.

### TABLE I

**Configuration parameters of VoD and KV load generators.**

<table>
<thead>
<tr>
<th>Application</th>
<th>Load Generator</th>
<th>Periodic-load</th>
<th>Flashcrowd-load</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoD</td>
<td>1, 70</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>KV</td>
<td>1, 70</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

**D. The experiments chosen for this paper**

The prediction method proposed in this paper has been evaluated using data from four experiments. Two of them involve running the VoD service and two the KV service.

1) **VoD periodic:** In this experiment, we run the VoD service and generate a periodic load pattern on the testbed. Load generator and client are directly connected to the server cluster, and the testbed does not include the network (see Figure 3). Data is collected every second over a period of 50,000 seconds. The X feature set contains 4984 features. After cleaning the dataset, 1 409 features remain for processing. Using tree-based feature selection [23], the input space is further reduced to the top 30 features. From the service metrics Y only the video frame rate is used in this investigation. For model training, we use the first 21 600 samples of the trace. More details about the experiment are given in [22], and the trace is available at [24].

2) **VoD flashcrowd:** This experiment relies on the same setup as VoD periodic, except that the testbed is loaded using the flashcrowd pattern. We use the first 3 600 samples of the trace to train the model. We process the trace the same way as described above and the given references contain more information.

3) **KV periodic:** In this experiment, we run the KV service to generate a periodic load pattern on the testbed. Unlike the VoD periodic experiment, we connect load generator and clients to the server cluster via an OpenFlow network (see IV-A). Measurements are collected every second over a period of 28 962 seconds. The X_cluster feature set contains 10 374 features. After cleaning the data set, 1 649 features remain for processing. We use univariate feature selection [23] to decrease number of features to the 200 top features. (The fact that we use two different methods for feature selection in different scenarios has historical, not methodological reasons. We could have used a single method throughout.) The X_port feature set contains 176 features, and after cleaning 134 features remain. From the service metrics Y only the response time for read operations is used in this work. For model training, we use the first 3 600 samples of the trace. More details about the experiment are given in [12], and the trace is available at [25].

4) **KV flashcrowd:** This experiment relies on the same setup as KV periodic, except that the testbed is loaded using the flashcrowd pattern. We process the trace the same way as described above and the given references contain more information.

**E. Evaluation metrics for mean estimates**

To evaluate the model accuracy in predicting mean values we use two metrics. The first is Normalized Mean Absolute Error (NMAE) which is defined as $\frac{1}{y} \left( \frac{1}{m} \sum_{i=1}^{m} |y_i - \hat{y}_i| \right)$

where $\hat{y}_i$ is the mean value of the target variable, $\bar{y}$ is the average value of the target variable, and $m$ is the number of samples. NMAE is an intuitive and useful measure in the application domain.

The second metric is the Coefficient of Determination ($R^2$), which is defined as $1 - \left( \frac{\sum_{i=1}^{m} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{m} (y_i - \bar{y})^2} \right)$. $R^2$ provides theoretical insight: $R^2 = 1$ means perfect prediction, $R^2 = 0$ is the accuracy of a naïve estimator that predicts the sample mean. $R^2$ takes values in $(-\infty, 1]$.

**V. Model computation and results**

**A. Regression using neural networks**

Finding the parameters of a Gaussian mixture model using an MDN means solving a regression problem with a neural network. To gain experience with neural network regression on our data, we first performed a range of experiments with the goal of predicting the mean of the target variable (i.e., frame rate or response time). For comparison, we performed the same predictions using random forest [26], a method we found gave us the best predictions on our traces in the past [12] [22]. For each trace, we performed an extensive search of the space of hyper-parameters to find the most accurate neural network regressor. The process included finding the number of layers and nodes, the regularization parameter, the batch size, the number of epochs, and the parameters of the optimizer like the learning rate [27]. In particular, we applied parallel search and "baby-sitting" as search strategies.

We eventually found hyper-parameters that predict the frame rate or response time with an accuracy that matches that of random forest, for all four traces. The neural network architecture that performs best on both VoD traces has the structure [30,50,50,50,1] (which means that the input layer has 30 features, the three hidden layers have 50 nodes each, and the output layer has a single node). The regularization parameter $\lambda$ used here is 0.01. Similarly, the architecture that performs best on both KV traces has the structure [200,20,20,20,1], and we used $\lambda = 0.06$. (The figures suggest that learning the frame rate from the VoD data set is harder than learning the response time from the KV data sets, which is consistent with Figure 5, where the VoD trace shows large fluctuations.)

Overall, we experienced the search for hyper-parameters to be both hard and time-consuming, which confirms that this topic is still an active research area.
B. Predicting distributions \( P(Y|x) \) using MDNs

For each trace, we determine the parameters of a Gaussian mixture model. This process includes searching for the best hyper-parameters of the MDN and the number of kernels \( K \) that gives the best prediction for the particular trace. We find that \( K = 6 \) gives the smallest error for VoD periodic; for all other experiments, \( K = 4 \) gives the smallest error.

Figure 4 illustrates the obtained mixture model for the VoD periodic load pattern. For better readability, we show here the suboptimal case with two kernels, i.e., \( K = 2 \). This means, that for each input of \( X \), the model gives 6 parameters. These 6 parameters describe the behavior of the system during the experiment. The graphs (a) to (c) show the time series of the mixing coefficients \( \alpha_i \), the kernel centers \( \mu_i \) and the kernel variance \( \sigma_i^2 \). Graph (b) suggests a bimodal distribution of the frame rate with center at 12 and 24 frames/sec, respectively, which is consistent with Figure 1. Graph (a) suggests a fluctuation of the frame rate during the time interval \([0,500]\) and a more steady frame rate during \([501,1080]\). This observation is consistent with the measurements shown in Figure 5 (a). Graph (c) shows that the variance is larger during the time interval \([0,500]\) than during the following interval.

Figure 4 (d) shows the predicted distribution of the frame rate for the specific time index 150. It indicates the measured value at that time as a vertical bar. Also, the figure suggests that the frame rate is either close to 12 or 24 frames/sec.

![Fig. 4. (a) - (c): Time series of predicted parameters for a Gaussian mixture model. The parameters are learned from the trace (VoD periodic load pattern). (d) The predicted distribution and the measured value at time index 150.](image)

C. Predicting means \( \mathbb{E}[P(Y|x)] \)

Using the parameters of the mixture model, we predict the mean of the target variable by applying equation (8).

Figure 5 shows the time series of the predicted target values for the test set. For comparison, the measured values from the test set and the average of the target, which is the output of the naïve estimator, are also shown. The time axis on the graphs covers an interval of 3 600 seconds. This interval captures a single period of the periodic load pattern. The part of the test set covered by this interval includes 1 080 samples. Each sample corresponds to exactly one index value. The graphs show that, for the most parts, the predicted values are close to the measured values.

Table II shows the estimation error (see Section IV-E) for expected target values for two different load pattern of the VoD service. \( K \) is the number of kernels of the mixture model that gives the best estimation. It turns out that the two load patterns produce two different Gaussian mixtures, resulting in predictions with slightly different accuracies.

Table III compares three baseline models with the above mixture model from periodic load. The errors on the test set for the neural network and random forest are very close to those of the mixture model—0.118 and 0.119 compared with 0.12. The naïve estimator performs much worse. As expected, random forest produces a high-variance model (i.e., the difference between training error and test error is large), while the variance of other predictors is low.

Table IV gives the estimation error for the KV service. Similar to the results in Table II, the mixture models produced by the two load patterns give slightly different errors.

Our first conclusion from the above evaluation is that the predictions produced by the Gaussian mixture models match the accuracy of the best baseline model, namely, random forest. (We gave here only the results for VoD under periodic load. The remaining three evaluations gave the same results.)

Second, we find that our approach for predicting mean values is not only accurate for the VoD service, but also for the KV service. Both services are very different in nature and are built on fundamentally different designs. Our results thus suggest that the approach generalizes to different services and load patterns.

Third, We found that \( K \) is an important parameter of the prediction model and is costly to identify, since it increases the complexity of the search space of the MDN.

<table>
<thead>
<tr>
<th>Trace</th>
<th>Train NMAE</th>
<th>( R^2 )</th>
<th>Test NMAE</th>
<th>( R^2 )</th>
<th>( K )</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoD periodic Load</td>
<td>0.10</td>
<td>0.53</td>
<td>0.12</td>
<td>0.45</td>
<td>6</td>
</tr>
<tr>
<td>VoD Flash-crowd Load</td>
<td>0.08</td>
<td>0.44</td>
<td>0.08</td>
<td>0.43</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trace</th>
<th>Train NMAE</th>
<th>( R^2 )</th>
<th>Test NMAE</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Network Regressor</td>
<td>0.113</td>
<td>0.28</td>
<td>0.118</td>
<td>0.24</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.04</td>
<td>0.76</td>
<td>0.119</td>
<td>0.46</td>
</tr>
<tr>
<td>Naïve estimator</td>
<td>0.22</td>
<td>0.0</td>
<td>0.218</td>
<td>0.0</td>
</tr>
</tbody>
</table>

D. Predicting Percentiles

Our objective is to predict the 25, 50, and 95 percentiles of the service metrics in all four experiments. Using the
parameters of the mixture density model, we compute the percentile values \( a(x) \) as discussed in Section III-A. Figure 6 illustrates this by giving the predictions for 25 and 95 percentiles as a time series over the test set, both for VoD and KV under the periodic load.

In order to evaluate the accuracy of the predictions, we perform the evaluation over the test set, use the estimator in equation (10) to predict \( \text{perc} \), and compare the result with the ground truth of 25, 50, and 95, respectively (see Section III-A).

Tables V and VI show the outcome of the evaluation. We observe that the predicted values are close to the true values, and that the predictions for KV are slightly better than those for VoD.

In contrast to the prediction of mean values above, we do not have a baseline model with whom to compare the accuracy of our predictions. This is part of future work.

**E. Predicting the aggregate distribution**

Our objective is to predict the aggregated distribution of the service metrics over the test set in all four experiments. As in the evaluation above, we show the results for VoD and KV under the periodic load. (The results for flash-crowd load are very similar.)

In order to estimate the aggregated distribution, we draw a sample from the mixture-model distribution for each \( x \) in the test set. We then use Kernel Density Estimation (KDE) to fit a density distribution to the sample set. Figure 7 shows the predicted aggregated distributions for VoD periodic and KV periodic. For comparison, we add the distributions from the measured values of the test set. Visual inspection suggests that the mixture models predict the measured density distributions very closely. An alternative approach to MDN, which will allow us to compare the accuracy of prediction to a baseline model is planned for future work.

**VI. RELATED WORK**

Several studies have applied statistical learning to predicting KPI metrics from infrastructure measurements. To our knowledge, all of these works predict point estimates of the target variables [28] [29] [30]. This includes our own past research [22] [12] [31].
The Authors in [29] present an approach to predict percentiles of the response time for a web service that supports several types of transactions. They build a model that predicts the response time from the current carried load for each transaction type, based on a collaborative filtering technique and table lookup of stored measurements. For a time series of transactions, they then compute the sequence of expected response times, from which they obtain the sample percentile. The work in [30] aims at estimating the tail end of the response-time distribution of a web service from workload measurements using nonlinear quantile regression. The work is conducted in the context of controlling power strategies to achieve SLA conformance at minimum cost.

The above research aims at producing point estimates, while this work aims at estimating conditional distributions, which is much more general. From such distributions, the above point estimates and other metrics can be derived, as we demonstrate experimentally in Section V.

While the research discussed so far is solely based on observations, i.e., measurements from the infrastructure and services, a different direction of investigation uses explicit knowledge about the structure and functionality of the system to construct a system model that can be analyzed and used for prediction. Examples of such model-based approaches that are applied to predict percentiles of system metrics include [32][33].

In several works, the conditional distribution of the target variable is estimated by discretizing the target domain and thus solving a classification instead of a regression problem [34] [8]. For instance, the authors in [8] argue that using general multidimensional MDNs for modeling the conditional distribution of a multidimensional target variable requires complex computations, which can be avoided by discretizing the target domain. The authors in [35] state that it is easier to model skewed, peaked, or long tail distributions with a discretized target variable than with a Gaussian mixture model. A drawback of the discretization approach is that changing the discretization (e.g., the bin size of a histogram) requires computing a new model, which is not needed in our work.

Finally, an alternative to estimating Gaussian mixture models is to estimate generative models of the target using deep learning architectures [36].

VII. CONCLUSIONS AND FUTURE WORK

We have shown that mixture density networks form an effective method to predict conditional distributions of service metrics from infrastructure measurements. Conditional distributions capture the behavior of a system much better than point estimates, which are currently considered in the domain of network and service engineering. Using traces from our lab testbed, we assessed the accuracy of prediction for three derived statistics—the conditional mean of the target (e.g., expected frame rate or response time), percentile predictions, and the distribution of the target variable over a given time interval.

While we found the predictions we produced surprisingly accurate, it took us considerable time to find effective models. Further work is thus required to efficiently identify suitable models, which will be important in real-time settings.

As an alternative to MDNs for conditional density estimation, several groups have proposed to discretize the target space, especially if the space is high-dimensional. We find a different direction equally promising. It involves deep architectures and directly produces generative models, without relying on mixture models. We plan to pursue this direction for our application domain.
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