Abstract—The increasing popularity of Android phones and its open app market system have caused the proliferation of malicious Android apps. The increasing sophistication and diversity of the malicious Android apps render the conventional malware detection techniques ineffective, which results in a large number of malicious applications remaining undetected. This calls for more effective techniques for detection and classification of Android malware. Hence, in this paper, we present an Android malicious application detection framework based on the Support Vector Machine (SVM) and Active Learning technologies. In our approach, we extract applications’ activities while in execution and map them into a feature set, we then attach timestamps to some features in the set. We show that our novel use of time-dependent behavior tracking can significantly improve the malware detection accuracy. In particular, we build an active learning model using Expected error reduction query strategy to integrate new informative instances of Android malware and retrain the model to be able to do adaptive online learning. We evaluate our model through a set of experiments on the DREBIN benchmark malware dataset. Our evaluation results show that the proposed approach can accurately detect malicious applications and improve updatability against new malware.

I. INTRODUCTION

The number of the global smartphone users is growing rapidly and has reached 2.7 billion in 2016 [12]. Among them more than 85% are android smartphone users [17]. On the other hand, the number of mobile apps has been growing exponentially in the past few years. According to the number reported by Google Play Store, the number of apps in the store has reached 2.8 billion by March 2017, surpassing its competitor Apple App Store by 0.6 billion [19]. As the number of smartphone increases, privacy and security of the smartphone users have become a primary concern. Malicious apps can steal private (personal) information such as your contact list, photos, files an etc. In addition, they can also cause financial loss for the user by making secretive premium-rate phone calls and text messages [30]. This can also have an impact on the performance of the device as well.

In the most recent versions of Android OS, whenever an app needs to access a resource, it has to request the OS to get the access and the OS asks user through a pop up menu whether the user wants to grant or deny the permission request. There have been many studies on evaluating the performance of such strategy for managing resources. The studies have shown that users tend to rush through their permission requests decisions by granting all requested permissions to the apps [1], [10]. In addition to this fact, the important fact is that more than 70% of Android smartphone apps request additional permissions beyond their actual need. An additional requested is a permission which is not necessary for the apps to function. An example of an additional requested permission can be a tic tac toe app requesting SMS and phone call permissions. Making decision on the maliciousness of apps without knowing sufficient knowledge about the apps is a challenging task. Therefore, an effective malicious app detection can provide additional information to help users and protect them from privacy breaches [11].

In general, malware detection techniques include static analysis and dynamic analysis. Analyzing Android apps’ codes and the Control Flow Graph (CFG) is the key part of every static-based malware analysis. Using the CFG analysis, the model is able to find the malicious API calls and put a set of predefined restrictions on them as well as system calls [8], [20]. Since static-based malware analysis only focuses on the apps’ code including API and syscalls, it is not able to detection malicious behaviors happening at the runtime [7]. In contrast, dynamic analysis captures all the runtime activities of apps and run a deep analysis on them to detect the malicious behaviors and activities during the runtime [8]. In this paper, we study Android apps’ behaviors as they run on the device, and propose an active learning method using Support Vector Machines (SVM). SVM can be used to classify apps in order to distinguish between malicious and benign ones. The active learning method empowers the model to retrain itself at a low cost.

In our approach, we not only consider apps’ activities such as API calls and syscalls, but also the time that the activities occur. This can help to build a comprehensive set of features to be used as our training set. By introducing the time as a feature (timestamp of activities), we notice that this can significantly enhance the malicious app detection accuracy of the proposed model. The first step of our model is to log apps’ activities using our own developed instrumentation tool called DroidCat. After capturing the logs a filtering and parsing mechanism is applied to syntheze and clean the captured activity logs. We train the SVM model and test it using a dataset of known malicious and benign apps. Our experimental results demonstrate that our proposed model achieves high accuracy.
in detecting malicious apps.

The major contributions of the work reported in this paper include: 1) An instrumentation tool that facilitates app behavior logging in order to generate high quality dataset for analysis. 2) A comprehensive time-aware Android app behavior analysis, which is based on the apps’ intents and actions, as well as extra features that further improves detection accuracy. 3) A trained SVM model which can decide whether an app is malicious or not based on its behavior. 4) An Active Learning model which can retrain the SVM model to be able to detect malicious apps with behaviors different than the apps in training set.

To the best of our knowledge, this is the first time that a SVM model equipped with Active Learning is used on real data set for malicious smartphone apps detection.

The rest of the paper is organized as follows: Section II presents some background knowledge of SVM and Active Learning; Section III describes our proposed model, capturing apps’ logs, training and testing the model and online hyperparameter updating strategy; we present our evaluation results and the impact of the parameters in Section IV; related work is understood as a measure of similarity between two data points. For example, a kernel function \( K \) takes two data points \( x_i \) and \( y_j \in \mathbb{R}^d \), and produces a similarity score, which is a real number, i.e., \( K : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \).

SVM has some advantages that make it unique. Some of the advantages are: (i) it has a lower computational complexity, (ii) it is effective in cases where the number of dimensions is greater than the number of samples, (iii) it uses a subset of training points in the decision function (called support vectors), so it is also memory efficient, and (iv) different kernel functions can be specified for the decision function. Next we elaborate the two key steps of SVM: training and evaluation [25].

1) Training: In order to classify datasets, the SVM model needs to be trained. As we described previously, SVM is a supervised learning model. The supervised learning is the process of inferring a function from labeled training dataset. The training dataset shall consist of a set of data points together with their labels (classes). The training dataset is then used by SVM to produce an inferring function, which can be used for classifying new instances [25].

In addition to the training set, a kernel function needs to be selected for the SVM model. The effectiveness of the selected kernel depends on the training datasets. The kernel selection and its regularization parameters is a challenging issue. Model overfitting may occur if the kernel model or its parameters are not selected appropriately. There are a few options for kernels such as Linear, Radial Basis Function (RBF), and Polynomial. Formal definition of these kernels are listed in Table I.

### Table I: Kernel Definitions

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Mathematical Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>( K = \langle x, y \rangle = x^T y )</td>
</tr>
<tr>
<td>Polynomial</td>
<td>( K = \langle x, y \rangle = (\gamma \cdot x^T y + r)^d, \gamma &gt; 0 )</td>
</tr>
<tr>
<td>Radial Basis Function (RBF)</td>
<td>( K = \langle x, y \rangle = \exp(-\gamma \cdot | x - y |^2), \gamma &gt; 0 )</td>
</tr>
</tbody>
</table>

In the table, \( r, d, \) and \( \gamma \) are the coefficient value, degree of polynomial, and the influence of a single training example. When training an SVM with the RBF kernel, two parameters must be considered: \( C \) and \( \gamma \). The parameter \( C \), which is common to all SVM kernels, controls the trade off between the misclassification of training examples and the simplicity of the decision surface. \( \gamma \) defines how much influence a single training example has. The larger \( \gamma \) is, the closer other examples must be to be affected.

2) Evaluation (Validation): In order to evaluate the performance and accuracy of a SVM model, cross-validation can be used. Cross-validation is a technique to assess how a statistical analysis will be generalized to an independent set. Cross-validation has different types such as Leave-p-out, k-fold, and etc [25], [4]. In the leave-p-out technique we use \( p \) data points as the validation set and the remaining data points as the training set. The model can be evaluated for different values of \( p \). In \( k \)-fold validation, the dataset is randomly sliced into \( k \) equal sized data chunks. Of the \( k \) chunks, one chunk is retained as the validation set for testing the model, and the
remaining $k-1$ chunks are used as training data. The cross-validation process is then repeated $k$ times (the number of folds), with each of the $k$ chunks used exactly once as the validation data. In the evaluation section of this paper, we evaluate our model using these techniques.

### B. Active Learning

Active learning is sometimes called “query learning”. It is a special case of semi-supervised machine learning in which a learning algorithm is able to interactively query the user (or some other information source) to obtain the desired outputs at new data points [6]. Active learning technique can be used as a tool to retrain a machine learning model with new instances (unlabeled data points). For example, to be able to detect new trends of “spam” in an email service, newly flagged emails as spam by users can be considered as new instances to retrain machine learning models. Here mailing service users are called “Oracle” and active learning techniques utilizes their opinions to label new instances and add them to the training sets. The labeling process refers to the process of measuring app’s risk by experts and labeling them as malware or benign. In other words, the key idea behind active learning is that a machine learning model can achieve higher accuracy if it is allowed to choose the instances from which it learns. This is why the model chooses instances with a higher level of informativeness and achieve higher accuracy consecutively [27], [6].

There are several different problem scenarios in which the learner (model) may be able to ask queries on new data instances. Out of all the active learning techniques, the major two are the stream-based selective sampling and the pool-based sampling. The former is used when the model queries the unlabeled instance in an online (real-time) manner and the latter is used when new instances are stored in a pool (collection) of data and the learner queries the pool to label when needed. In our proposed model we use the stream-based technique. Next we elaborate the formal definition of active leaning and its query strategy [9].

1) **Formal definition:** Let $T$ be set of all data in the original dataset. For example, in our model, $T$ includes all apps that are known as malware or benign. During each retraining, say the $i^{th}$, the dataset $T$ is split into three sub-datasets: $T_{Ki}$ - known data points, $T_{Ui}$ - unknown data points, and $T_{Ci}$ - a subset of $T_{Ui}$ selected to be labeled by the Oracle. If the active learning technique is based on a stream-based learning, then $|T_{Ui}| = 1$.

2) **Query strategy:** Query strategy, also called “utility measure”, is the process of choosing new incoming data instances to retrain the model. In other words, this process learner should determine which data point should be labeled [27]. There are several query strategies in active learning. For example, a query strategy based on “uncertainty sampling” selects query instances which have the least label certainty under the current trained model. This simple approach is not computationally expensive compared to others. We will describe the query strategy for our model in further details in Section III.

### III. SUPPORT VECTOR MACHINE MODEL

In this work, we use SVM and active learning for Android malicious app detection. We model the malicious app detection problem as a machine learning problem with two classes: malicious and benign. We map the app’s behavior onto the SVM training dataset features. To train the SVM model, we capture the behaviors from both malicious and benign apps and use them to generate an initial trained SVM for malicious app detection. In this section we first present our SVM model and then explain how we can retrain the model using new instances to be able detect new types of malicious apps.

#### A. Data Collection

Our vision to specify app behavior is to view the running app as a black-box and focus on its interaction with the Android OS. In this case, a typical interface to monitor is the set of system and API calls that the app invokes during its running time. Every action that involves communication with the apps’ resources (e.g., accessing the file system, sending SMS/MMS over the network, accessing the location services, calling Ads API libraries, and accessing the network) requires the app to launch OS services or API calls.

We used DroidCat instrumentation tool to capture apps’ logs (behaviors). The DroidCat is developed by our team and it has been used in our previous projects [21], [22]. The reason we did not use the existing instrumentation tools in the market such as Robotium and uiautomator was because of their drawbacks and low accuracy. For example, Robotium cannot handle Flash or Web components nor simulate the clicking on soft keyboard, and it is not suitable for multi-process applications tests. Using DroidCat, we can capture the actual log activities of apps. DroidCat’s architecture is illustrated in Figure 1. One of the main advantages of DroidCat is that it instruments apps through real human-interaction, so we capture the actual activities of apps which highly assimilate real-life apps’ behaviors. As you can see in the architecture, DroidCat is composed of multiple components. Every one of the components is in charge of a task.

The first task is to extract the packages’ names. We used aapt tool to accomplish it. The tool is designed to work with archive files. Since Android apps are in the format of APK (a type of archive files), we utilize the aapt tool to read archive files. In addition, because this tool is embedded into the Android SDK, it does not impose a high performance overhead to the process.

After reading the packages’ names and recording them, next step is to run the apps. In order to be able run an
app, we should load it into the device’s memory. We used ADB logcat tool to load the apps. The loading process also includes installing the apps and running them as well. App dispatcher component is in charge of the loading process. This component also determines the amount of time that the apps should run. By running the apps, we are able to capture the activities logs and record them at the time of instrumentation.

We call the collected logs from the previous step “raw” logs. The raw logs need to be filtered in order to eliminate the unnecessary information such as loading/installing/running logs.

1) Parsing: After filtering the log files, DroidCat eliminates unnecessary information and extracts important keywords. Each keyword refers to a sensitive resource access request, an API call, or Android action constants. We can also call them features. In our model, we focus not only on the generated Intents by apps but also on API library calls that cause permission escalation or generate unwanted Ads. In total we defined 150 keywords under various categories. When analyzing the parsed logs, we noticed that for some resources such as “WiFi”, malicious and benign apps have different patterns in the timing of requests during app running. For example, the malicious apps tend to request the WiFi network during the first quarter of their running time period. Because of this, we include the timing of requests or library calls as an additional feature. Among of the 150 keywords, we added the timing feature to 56 of them. Therefore, we defined 206 time-dependent and time-independent observations in total.

B. Model Building

In this section we describe our RBF-based SVM model and its components. We start from the motivation of using SVM as a malicious app detection method and why RBF works the best for the model. We also elaborate the active learning component of the proposed model and its query strategy in details.

Figure 2 shows the overall view of our model. The key components of the model are Model building, Model evaluation, Model optimization. The model also has the capability of active learning using Informativeness Measurement and Oracle. The decision model is trained by a set of instances, called Historical Data, which is used as training set for the model. For new incoming instances, our model is able to label them using Oracle for active learning.

C. Model Training

For our model we choose SVM for classification algorithm. This is due to the large number of captured features from the data (206 features). It is difficult to find a separation boundary using other machine learning classifiers or clustering algorithms. A major advantage of SVMs is that the data can be transformed to a high-dimension space, where we can find a separation hyperplane using linear or RBF kernels.

By visualizing our collected data, we noticed that our data is not linearly separable. This is common when the training dataset has a large number of features. Figure 3 illustrates our training dataset using two features. The X axis and Y axis are the features. We trained our classification model using a sample set of our data with both linear and RBF kernels and plotted the separation boundaries. We can see that the RBF-based model can achieve cleaner separation compared to the linear kernel. Therefore, we use RBF as the kernel function in our model.

D. Active Learning

We also integrate active learning into our model to be able to use new apps as training data points. To design an active learning model, two critical questions must be answered: 1) How often the model should be retrained to keep the detection rate high?, and 2) what query strategy should be used? We elaborate our answers to these questions in what follows.

1) Learning: Our strategy is to use a stream-based learning. This way the model queries new apps instantly and makes a decision on whether it should be labeled by the Oracle or not. There are two different types of stream-based learning: Online learning (one new app at a time) and Batch learning (a group of apps at a time). In online learning, the model decides whether to discard or process (label) a new data. In batch learning, the model collects new data until it reaches a certain size (batch size) and then decides whether to process them or not. Figure 4 (a) and (b) shows an overview of both online learning and batch learning respectively.

2) Query Strategy: Query strategy is the most influential part of an active learning-based model. Choosing a good strategy increases the accuracy of the model for future unknown apps. To achieve this goal, we chose the Expected error reduction strategy to query new apps. This strategy aims at labeling apps that minimizes the model’s future generalization error. The idea is to estimate the expected future error of a
model trained using the original dataset \( \mathcal{L} = \langle x, y \rangle \) and test it with the remaining data \( \mathcal{U} \) (new data) and then query the new apps with minimal expected future error. An approach to minimize the expected 0/1-loss is as follows:

\[
x^*_n / 1 = \arg\min_{u \in \mathcal{U}} \sum_{u \in \mathcal{U}} E_y[H_{\theta^+(x,y)}(Y | u)]
\]

where \( \theta^+(x,y) \) denotes the updated model after it has been retrained with the training app \( \langle u_x, u_y \rangle \) added to \( \mathcal{L} \). In this equation, \( E_y \) and \( H_{\theta^+(x,y)} \) are the expectation over possible labeling of \( x \) and uncertainty of \( u \) after retraining with \( x \) respectively. Here, since we do not know the actual label of the query app, we approximate the label using expectation over all possible labels under the current model \( \theta \).

We defined the running time per app to be \( 2 \pm 5 \) minutes in the App Dispatcher component. In total, the log capturing process (instrumentation) took around 79 hours for all the apps through human interactions.

We present our evaluation results in this section. More specifically, we measure the accuracy of the model and then evaluate the stability of the model by adding noise to the training set. After that we evaluate the model under different settings of Oracle’s expertise and batch sizes.

### IV. Evaluation

We present our evaluation results in this section. More specifically, we measure the accuracy of the model and then evaluate the stability of the model by adding noise to the training set. After that we evaluate the model under different settings of Oracle’s expertise and batch sizes.

#### A. Experiment Setup

- **Software and Hardware:** Our experiment environment is python 3.6 running on a same machine. We implemented all of our experiments using scikit-learn libraries powered by Google [18]. The libraries that are used in our experiments include model_selection, train_test_split, confusion_matrix, SVC, cross_val_score, SelectKBest, and etc. It is worth mentioning that to capture the actual logs of apps in our experiments, we used 4 LG Nexus 4 smartphones. We turned on all the sensitive resources such as Wifi, Bluetooth, and GPS.

- **Datasets:** In order to conduct our evaluation experiments, we used a Android malware dataset called Drebin project [3]. The dataset includes more than 5K apps from 179 different malware families. We selected 700 apps from this dataset so that we have multiple apps from all the malware families. In addition to the 700 malicious apps, we collected 700 benign apps from various categories of Android apps. We randomly selected 500 malicious and 500 benign apps from both datasets (malicious and benign) and use them as training sets for the model, and the remaining 200 apps from each dataset are used as test set to test the performance of the model.

### B. Training Dataset Visualization

Before presenting the validation results, we visualize our data set using four features pairwisely. We selected permission manipulation, Ads lib. usage, HTTP request, and Activity Manager interference features from the original dataset. Figure 5 shows the visualization results. In this figure, the \( x \) and \( y \) axis are a pair of the selected features representing the number of times that malicious and benign apps have requested those resource. We can see from the figures that the distribution of the malicious apps is more diverse than benign apps. Regardless of some differences, there is some overlap among malicious and benign apps. To visualize the distributions, we visualize the average usage of resources in Figure 6. We can see the comparison of the average resource usage by malicious and benign apps. The blue boxes in the figures represent the data range from the second quarter to the third quarter of the data sample, while the red bars are the medium values of the samples. The vertical whiskers indicate...
the range of all data except outliers. The outliers are not plotted in the figures (which can be very large number).

C. Model Accuracy and Reliability

In the first experiment, we assess the accuracy of the model. We first tuned the model to find the best parameter configuration. Since we use RBF as our kernel function, we need to find the best values for C and γ. We used scikit-learn `model_selection` library to find the optimal kernel function and values for parameters. As a result, RBF was selected as the optimal kernel with $C = 1$ and $\gamma = 5.5e^{-4}$. After finding the optimal configuration for the model, we cross-validated our model on the training set to measure the average accuracy $\mu$ and standard deviation $\sigma$. Figure 7 shows the cross-validation results under different settings of $C$. We can see that with optimal setting for $\gamma$ when $C = 1$, we have the highest average accuracy above 90% and a low deviation (Figure 7(a)) and when $C = 0.1$ (model is not tuned), the average accuracy drops and the standard deviation is higher (Figure 7(d)).
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Fig. 7. Evaluation of model’s accuracy using Cross-Validation and parameter ($\gamma$, $C$) tuning: (a) ($\gamma = 5.5e^{-4}$, $C = 1.0$); (b) ($\gamma = 5.5e^{-4}$, $C = 0.5$), (c) ($\gamma = 5.5e^{-4}$, $C = 0.3$); (d) ($\gamma = 5.5e^{-4}$, $C = 0.1$).

The second experiment is also on the model accuracy. We evaluated the reliability of the model using the leave-$p$-out validation technique. We split the training set into 10 subsets and train the model with one set or multiple sets. We increase the size of the training set start from 10% and increases by 10% each round. We validated the accuracy using the training as well as our validation sets. We ran the experiment for 10 times to plot the average accuracy and confidence interval in Figure 8(a). The results show that by increasing the training set size, the accuracy of model increases. We can also see that the accuracy of the model on the test set is lower than that of the the training set. The reason that we achieved such high accuracy is that, in contrast with existing approaches, we consider time in our features. We also see that with only 50% of the training set, the model is able to predict almost as accurately as that with 100% on the training set, which shows the reliability of the model.
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Fig. 8. Model accuracy evaluation: (a) accuracy of the model with different sizes of training dataset and evaluated by training and test datasets for 10 runs; (b) evaluated True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) of the model.

We also carried out another experiment on the accuracy by measuring the True Positive (TP), True Negative (TN), False Positive (FP), and False Negative of our prediction. Figure 8(b) shows the evaluation results. Table II shows the performance of the model on the test dataset in terms of Recall, Precision, $F_1$-Measure for different training set sizes. We can see that all performance indicators increase with the training dataset size.

<table>
<thead>
<tr>
<th>Size</th>
<th>Recall</th>
<th>Precision</th>
<th>$F_1$-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>0.78</td>
<td>0.80</td>
<td>0.79</td>
</tr>
<tr>
<td>20%</td>
<td>0.80</td>
<td>0.86</td>
<td>0.83</td>
</tr>
<tr>
<td>30%</td>
<td>0.80</td>
<td>0.89</td>
<td>0.84</td>
</tr>
<tr>
<td>40%</td>
<td>0.80</td>
<td>0.91</td>
<td>0.85</td>
</tr>
<tr>
<td>50%</td>
<td>0.81</td>
<td>0.93</td>
<td>0.86</td>
</tr>
<tr>
<td>60%</td>
<td>0.81</td>
<td>0.93</td>
<td>0.87</td>
</tr>
<tr>
<td>70%</td>
<td>0.81</td>
<td>0.94</td>
<td>0.87</td>
</tr>
<tr>
<td>80%</td>
<td>0.82</td>
<td>0.94</td>
<td>0.87</td>
</tr>
<tr>
<td>90%</td>
<td>0.83</td>
<td>0.96</td>
<td>0.88</td>
</tr>
</tbody>
</table>

D. Model Stability Evaluation

In this subsection we assess the stability of the model. We define stability as the robustness of the model against noisy or incomplete malicious apps behaviors added to the training set. To evaluate the stability, we generated noisy data and mixed it with the training set. We generated the noise using the Gaussian distribution ($N = (\mu, \sigma)$), a very common noise in machine learning validation process with different strengths 1 to 10. The generated noise is a vector of numbers in the size of (|Features|) that is added to the data points. Figure 9 shows the generated noise for this experiment. We also added the noise to the training set under different size settings from 5% of the dataset to 20% to see the effects of the noise if different portion of the dataset is affected. Figure 10(a) and (b) show the impact of the noise on the accuracy of the model using both training and test sets respectively. As you can see, when the strength and size of the noise increase, the accuracy slightly decreases. From this result, we can see that the model is still stable even after adding high strength noise to 20% of the training set.

In the second experiment on model’s stability, we used univariate feature selection to measure the impact of features. Univariate feature selection works by selecting the best features based on univariate statistical tests. Among the univariate feature selection methods, we used KBest feature selection
and evaluated the accuracy of the model for different sets of features on both training and test sets. Figure 10(c) shows the results of this experiment. From those results, we understand that a combination of features including high and low score features is necessary to keep the accuracy high. The reason is that, if the top $K$ high score features do not represent the differences of classes, the result will be a biased and overfit trained model. As you can see the accuracy of the model increases by adding more features and at some point (starting from 100) it stays stable. Table III shows the top 10% best features together with the average requests by malicious and benign apps.

### Table III

<table>
<thead>
<tr>
<th>Feature</th>
<th>WiFi</th>
<th>Ads</th>
<th>MMS</th>
<th>SMS</th>
<th>Blue.</th>
<th>Brow.</th>
<th>Root</th>
<th>Boot</th>
<th>Zygot</th>
<th>Call</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malicious</td>
<td>29.9</td>
<td>42</td>
<td>12.3</td>
<td>36.4</td>
<td>17.2</td>
<td>12.8</td>
<td>14.3</td>
<td>2.4</td>
<td>7.6</td>
<td>4.8</td>
</tr>
<tr>
<td>Benign</td>
<td>12</td>
<td>8.1</td>
<td>1.7</td>
<td>5.2</td>
<td>5.4</td>
<td>6.3</td>
<td>3.2</td>
<td>0.1</td>
<td>0.9</td>
<td>0.87</td>
</tr>
</tbody>
</table>

**E. Active Learning Evaluation**

In this section, we evaluate the active learning model of the model. We use three metrics to evaluate the performance of the active learning model. They are: 1) the speed of retraining the model to detect new instances; 2) the impact from the Oracle’s expertise on the model’s accuracy for the future apps; 3) the impact of the batch size when retraining the model using batch learning.

In the first experiment, we designed a scenario in which the model is initially trained by all the benign apps with different number of malicious apps. The rest of the malicious apps will be evaluated by the trained model and then verified by Oracle before they are added to the training set. Our goal is to assess how the active learning can help retrain the model to achieve higher accuracy in real time. In this experiment, since we are using labeled data, we can emulate an Oracle with expertise 1 who can accurately label all new apps. Figure 11 shows the evaluation results for this experiment. As you can see, the model is able to retrain the model by adding new labeled apps and improves the accuracy of the model. We can also see that when the initial model is trained with more malicious apps, the initial accuracy is higher. For example in Figure 11(d), when the number of initial malicious apps is 100, the accuracy increases very fast. We can also see that the detection accuracy fluctuates at the beginning in almost all cases. The reason is that the model is not sufficiently trained at the beginning and makes wrong predictions until more training data come in to improve the detection accuracy.

In the second experiment, we set the expertise of Oracle to different levels (0.6, 0.7, 0.8, and 0.9). In this scenario the initial model is trained with 50 malicious apps and all the benign apps. In this experiment we aim to see the impact of Oracle’s expertise on the model’s accuracy. Figure 12(a) shows the accumulative accuracy of the model for the new incoming malicious apps. We can see that with lower expertise, the accumulative accuracy increases slower than that with higher Oracle’s expertise.

In the last experiment, we evaluate the accuracy of the model when our query strategy is based on batch learning. For this experiment, we fixed the Oracle’s expertise to be 1 and 50 apps are used for the initial model. We also set the size of batch to be 10, 30, 60, and 90. Figure 12(b) shows the experiment results. We can see that the accumulative accuracy has a direct relation with the batch size. With smaller batch size, the model gets retrained more frequently than when using large batch sizes. Compared with the previous two experiments with online learning (batch size=1), the accumulative accuracy is proportionally lower even though it has higher computational
complexity. Therefore, choosing a proper batch size is critical for active learning.

V. RELATED WORK

Several research efforts have focused on the principles and practices of managing resource usage and Android security [14], [5] and privacy protection [2], [24], [23]. Machine learning has been shown to be a powerful method to model security attacks or defend against attacks. These machine learning solutions have been widely discussed in literature. As a machine learning model SVMs have been extensively used to model security attacks. In the last two years, a few approaches [13], [26], [29], [15], [16] have been proposed using SVM to address the mobile security problems such as assuring users’ privacy, and detecting malicious apps, and targeted malware.

Nissim et al. [16] proposed a machine learning model, called ALDROID, to detect Android malicious apps at runtime. The proposed model is the closest one to our model. The model is based on active learning and updates the machine learning model periodically. ALDROID uses active learning to reduce the labeling efforts of security experts, and enables a frequent process for enhancing the framework’s detection model. ALDROID uses exploitation as query strategy. The model is trained by features that are based on the application’s static code analysis. To construct the training dataset, they extracted requested permissions from AndroidManifest.xml as features. They claim that their model is behavioral-based. However static knowledge does not represent the actual apps’ behaviors. They evaluated the model using simulation and the model is not well-evaluated, so it is not clear how stable and reliable the model is. In contrast, our model captures actual app behaviors and thus has higher accuracy and robustness. In addition, we conducted a set of comprehensive experiments to evaluate the stability and reliability of our model.

Narayanan et al. [15] proposed an adaptive Android malware detection solution, called DroidOL, based on online learning. The model aims at updating the learning model to be able to address the malware population drift. The training dataset was collected manually from official and unofficial app markets such as Google Play, FDroid, and SlideMe. To build the ground truth the collected apps were labeled using VirusTotal. They assumed that the model receives labeled data, which is not inter-procedural control flow sub-graph (static analysis). Also their model is based on a shaky ground, which means they assume that the model receives labeled data periodically and retrains the model. These all can be the reasons that the accuracy of the model is low. In contrast, our model uses active learning to handle the new unlabeled data.

The major difference between our proposed model and the existing ones is that they do not use a comprehensive app behavior analysis in their model training. The definition and discovery of proper observations, such as apps’ intents, API calls, and time-stamp, make our model a unique solution in terms of Android malware detection. In addition, our proposed model updates the model’s parameters using active online learning as its query strategy. To the best of our knowledge, ours is the first model to detect malware using a real-human app instrumentation data and active learning.

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose an Android malicious app detection framework using SVM and active learning. We first define and select features to represent behaviors of Android apps and collect them through our own developed human-oriented instrumentation tool DroidCat. A filtering and parsing method is then employed to synthesize and organize the captured behaviors. We train the model with a proper malicious app dataset using the RBF kernel and test it with test datasets. Through our model, we can detect malicious apps with high accuracy. On top of the SVM model we implemented an active learning method to improve the stability and robustness of the detection model against new instances of Android malware. Our experimental results demonstrate that our proposed model achieves satisfying accuracy in terms of true positive and false positive rate and adapts the detection model for new malware trends.

Optimal Query Strategy: In our model, the type of query strategy that we use has a high impact on the model’s performance and accuracy. In this model, we used the expected reduce error strategy and achieved a reasonable performance. In order to improve the model, we can apply other query strategies to see if they can have better performance in terms of cost-effectiveness and accuracy. For example, some of the existing strategies measure the quality of the new data points and if they pass a quality threshold they can be included into the training set [28].

New Classes of Malware: One of the main important threats to any malware detection system is new trends (classes) of malware with very different behavioral patterns. In such a scenario, the model should be able to detect and retrain itself as soon as possible. One solution to this is using progressive learning. In progressive learning, the model is able to detect new classes and add them to the training set. Therefore, the training set will have more labels. This method can be implemented on top of the active learning method. Such a method for learning and training the model can be used if the model can be trained with a dataset with multiple (more than 2) labels.
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