Enhancing the Performance of Post-Failure Restoration Schemes in Multi-Tenant Networks

Abdulaziz M. Ghaleb, Tarek Khalifa and Khaled Bashir Shaban
Dept. of Computer Science and Engineering, Qatar University, Doha, Qatar

Abstract—Failure in the physical network can cause a temporal or permanent unavailability of some resources, which can lead to a quality of service (QoS) degradation and loss of revenue. While much work has been dedicated to the survival of delay-constrained applications, little attention has been paid to enhancing the performance of the post-failure recovery scheme by maintaining the performance for the affected applications. In this paper, we introduce a QoS provisioning framework that overcomes the limitations of post-failure recovery techniques. The framework aims at not only fixing the failed applications, but also providing sufficient QoS guarantees for the hosted applications in case of link/node failure while maximizing the resources utilization. Simulation results of a data center hosting multicast applications prove that the proposed method boosts the recovery scheme to achieve better restoration ratio in a considerably fast execution time, and increases the revenue.
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I. INTRODUCTION

The failure of any component (node/link) in a substrate network hosting multiple virtual networks (VNs) can bring down multiple hosted VNs, (all those VNs that utilize the failed link/node) [1]–[4]. Typically, such failures are dealt with either pro-actively by backing up resources prior to failure or re-actively by recovering the failed VNs after failure. However, maintaining all the QoS properties and maximizing the percentage of restored VNs require extra effort in the restoration process [5]. In multi-tenant physical networks, performance guarantees of a VN starts at the embedding phase. Virtual network embedding (VNE) ensures that resources are reserved such that QoS requirements are satisfied. Notably, QoS requirements differ based on the application type and customer needs. For example, multicast applications [6]–[8] necessitate strict delay and delay variation conditions. As such, post-failure recovery algorithms should also restore the failed VNs with the QoS properties maintained. Since some resources are lost, fully recovering the failed VNs may become infeasible. However, choosing which of the VNs to restore first would affect the overall percentage of restored VNs and thus the revenue, both for which the objective is to maximize.

Enhancement of post-failure recovery schemes for better QoS provisioning during the failure recovery has never been addressed. Little contributions has been introduced to the QoS provisioning in virtual networking and cloud services with certain limitations [9], (e.g., [5], [10]–[12]). Issues pertaining to the enhancement of QoS are investigated in the form of increasing the resilience against physical failures [13], [14], and providing a QoS-aware VNE [15]. Additionally, existing recovery schemes do not adequately handle the QoS with resource awareness [3], [16]–[24]. Besides, they are mostly proactive techniques. Hence, our work differs substantially.

The contribution of this work lies on 1) introducing a framework for enhancing the post-failure recovery performance that makes the most utilization of resources, 2) conducting extensive simulations for the proposed framework for a link failure case in multicast services. The framework can be applied to any type of failure (link failure, node failure, single or multiple failures), any type of application (not exclusive for multicast applications) and any networking environment (e.g., traditional data centres, not exclusive for cloud environments). The simulation results validate the feasibility of the proposed framework and opens doors for future extensions. The framework ensures high recovery rate, high resources utilization, fast recovery, reduced penalty cost, and high revenue. Section II of the paper describes the network model and the motivation behind this work. The proposed scheme is presented in section III. The simulations and results are presented in section IV. Finally, concluding remarks are given in Section V.

II. NETWORK MODEL AND PROBLEM DESCRIPTION

1) Substrate Network: The substrate network is represented as an undirected graph with a set of substrate nodes, \( N \), and a set of substrate links, \( L \), and is denoted by \( G^s = (N, L) \). The bandwidth capacity of any link \( l (l \in L) \) is finite and is denoted by \( b_l \), and the residual bandwidth capacity is denoted by \( b_r \). Similarly, the computing capacity of any node \( n (n \in N) \) is finite and is denoted by \( c_n \), and the residual capacity is denoted by \( c_r \). Nodes are uniquely indexed such that \( n_i \in N \) and \( i \in \{1,|N|\} \) where \( |N| \) is the cardinality of \( N \). Link indexing follows the nodes’ indexing at the two ends of a link; \( l_{i,j} \) represents a link connecting nodes \( n_i \) and \( n_j \) where \( l_{i,j} \in L \).

2) VN Request: The request for hosting a service (VNE) is defined by \( G^v = (V, c', b', \Omega) \) where \( V = \) is the set of virtual nodes and \( \Omega = \) the constraints or QoS requirements by the service. For multicast virtual network (MVN), \( V = \{s \cup T\} \) where \( s \) is a source node and \( T \) is a set of terminal nodes, and \( \Omega = \{\gamma, \delta\} \) where \( \gamma \) and \( \delta \) are delay (delay from source to terminal) and delay-variation (differential delay) constraints, respectively. Set of virtual links \( L' \) connect the source to the terminals. The bandwidth requirement \( b' \) of each virtual link \( l' \in L' \) and the computation capacity \( d_v \) of each node \( v \in V \) are determined by the MVN requirements.

3) Failure impact on the performance: In Multi-tenant networks, single failure or multiple failures (failure of a set of nodes/links) can occur. Failure of any component causes unavailability of certain resources. We let \( V \) denote the set of...
embedded VNs and \( \hat{\mathcal{V}} = \{ \hat{\nu}_1, \hat{\nu}_2, \ldots, \hat{\nu}_q \} \) denote the set of affected VNs by simultaneous failures where \( q \in \{1, |\mathcal{V}|\} \).

4) Motivation for this work: To survive the failure of physical components efficiently, a recovery process must be instantiated as transparent as possible to avoid QoS degradation and cost penalty to the infrastructure service provider (SP) while maximizing resource utilization. The amount of traffic inside data centers is four times the outbound traffic, which makes it critical as to handle the hosted applications and ensure their QoS requirements are met. Most of time-sensitive applications require resources with dedicated QoS support, however, it is difficult to grant these resources in case of failure in a multi-tenant network. Additionally, their performance during the recovery from a failure remains crucial to customers. Failure decreases the resources availability in the network and a number of VNs can fail simultaneously due to a physical component failure. Therefore, failure causes a QoS degradation of the service due to the service disruption which results in penalty cost and loss of revenue. Moreover, as the load is high (more VNs) on an existing physical infrastructure, failures will have a greater service degradation for customers and greater penalty for the SP. Available resources have to be utilized efficiently in order to facilitate the recovery of as many failed VNs as possible. Hence, it is crucial to have a framework that prioritizes the recovery of the failed VNs.

III. PROPOSED SCHEME

An enhancement scheme for post-failure recovery is proposed to work on top of any recovery approach. It aims at improving the network resource utilization by ensuring that residual resources are not fragmented and left unused. Once failure occurs in physical resources, multiple VNs might be affected. Assuming a recovery process in one-by-one fashion, the recovery of one VN might cause a recovery blockage of another. The blocked VN could be of a higher importance or of a larger amount of revenue. The proposed framework increases the reliability of virtual networks by allowing the control/recovery of failure while optimizing the infrastructure resources by determining the order of failed VNs in the recovery process. The framework relies on several attributes, namely, the feasible region of recovery (FRR), the priority class, capacity requirements, VN size and failure impact on VNs, which are denoted as \( \mathcal{R} \), \( P \), \( \Psi \), \( \Omega \), and \( A \) ranking function, \( F(\hat{\nu}_q) \), is designed containing the various attributes. \( \Phi \) respectively. The weight of each attribute should be set according to the SP objectives, and should be adaptive to the failure impact on the network and network load. The function ranks each VN in the set of failed VNs, \( \hat{\mathcal{V}} \), and assigns an importance value to each failed VN based on specific objectives (e.g., increase restoration ratio, increase revenue, give priority to the delay-sensitive applications). They should be recovered in the order according to their importance values.

5) FRR: It indicates the region where a failed component of the failed VN can be replaced. This is determined by the afforded additional delay according to the relative position of the failure and delay requirements of the VN. The FRR of a failed VN is the region at which a backup path can be routed, or at which a terminal can be replaced. The set of or feasible regions for the affected VNs by failure is defined as \( \mathcal{R} = \{ \mathcal{R}_1, \mathcal{R}_2, \ldots, \mathcal{R}_q \} \). Recovery of one VN might cause blocking of other VN in sharing the same FRR under resource scarcity conditions. Hence, it could be more efficient to start recovery of the VN that has smaller FRR if this region is shared with other failed VNs. Fig. 1a show an example of prioritizing the recovery based on the FRR. We assume that two VNs utilize the nodes \( n_{14} \) and \( n_{16} \) through link \( l_{14,16} \) to route traffic form source to terminals with each VN requiring 10 units of bandwidth, also \( \hat{\nu}_1 \) and \( \hat{\nu}_2 \) can afford up to 1 and 2 additional time units of delay, respectively. Hence, \( \mathcal{R}_2 \) is larger than \( \mathcal{R}_1 \), i.e., \( \mathcal{R}_1 \subseteq \mathcal{R}_2 \). With a tolerance of only one additional time unit of delay, \( \hat{\nu}_1 \) traffic can be re-routed from \( n_{14} \) to \( n_{16} \) through \( n_{16} \) while more choices can be obtained with two additional time units of delay. Let’s consider a heavily loaded network where the only feasible route in the region is through \( n_{11} \) with a residual capacity of 15 bandwidth units. If \( \hat{\nu}_2 \)’s traffic is routed through \( n_{11} \), then \( \hat{\nu}_2 \)’s traffic will be blocked; consequently, this VN will be terminated because of the infeasible solution. Triggering re-embedding will degrade the QoS (cause service disruption). To avoid this, \( \hat{\nu}_1 \) traffic should be re-routed through \( n_{11} \) since it has smaller FRR and \( \hat{\nu}_2 \) traffic can be re-routed through other nodes such as \( n_8 \) and \( n_7 \) (Fig. 1a). Similarly, given that \( n_8 \) is hosting terminal nodes (Fig. 1b) for \( \hat{\nu}_1 \) and \( \hat{\nu}_2 \) denoted as \( t_{\hat{\nu}_1} \) and \( t_{\hat{\nu}_2} \), respectively. If \( n_8 \) is brought down by a failure of itself or a failure of \( l_{12,8} \), \( t_{\hat{\nu}_1} \) and \( t_{\hat{\nu}_2} \) should be migrated to other host(s). Let’s consider the case where storage is available while computation requirements for either \( \hat{\nu}_1 \) or \( \hat{\nu}_2 \) can be satisfied by the \( n_{13} \) and \( n_{23} \). Migrating \( t_{\hat{\nu}_2} \) to \( n_{13} \) will block the migration of \( t_{\hat{\nu}_1} \) and cause the termination of VN1. Hence, it is better to consider the recovery of the failed VN with smaller FRR that is \( F(\hat{\nu}_2) \approx \mathcal{R}_q \) where \( \mathcal{R}_q \) is the FRR of \( \hat{\nu}_2 \).

6) Priority class: Priority defines actions applied to a modular QoS policy. For example, a priority feature allows a specified amount of delay-sensitive traffic (higher priority) to be sent before other traffic. Higher priority requires higher availability of resources, and hosted applications with higher priority agreement brings more revenue to the SP. Besides, failure to deliver the service will cause high penalty cost and affects the network reliability. Hence, priority class should be integrated into the recovery model (higher-priority VNs should be recovered first) in order to provide better post-failure QoS and maximize revenue, thus, \( F(\hat{\nu}_q) \prec P_q \) where \( P_q \) is the priority class of \( \hat{\nu}_q \).

7) Capacity requirements: They refer to any combination of the links bandwidth, nodes computation, and storage requirement. An efficient capacity management approach should be considered during the embedding process in order to avoid resource under-utilization and to satisfy customers due to the resources unavailability. Furthermore, capacity management should be adopted for failure recovery process to maintain good QoS level by providing fast failure recovery, minimizing VNs termination and optimize resource utilization by utilizing
residual resource that can be left unused due to bad capacity management, hence, maximizing the SP revenue.

In this scheme, a failed VN with the requirements of a higher link bandwidth, higher computation capacity, and more storage should be recovered first though it may not be the optimal approach always. Let’s consider a link failure scenario as in Fig. 1c. Node $n_1$ hosts the virtual source nodes $s_{\nu_1}$, $s_{\nu_2}$ and $s_{\nu_3}$, and $n_6$ hosts the virtual terminal nodes $t_{\nu_1}$, $t_{\nu_2}$ and $t_{\nu_3}$ for $\nu_1$, $\nu_2$ and $\nu_3$, respectively. $\nu_1$ requires 8 bandwidth units while $\nu_2$ and $\nu_3$ require 4 bandwidth units. Every link has a residual capacity of 10 bandwidth units. When failure brings down $l_{2,6}$, traffic for the three VNs should be re-routed through $n_3$ or $n_5$. However, if $\nu_3$ traffic is re-routed through $n_3$ and $\nu_2$ traffic through $n_5$, the residual bandwidth capacities of all links are 6 bandwidth units. Hence, $\nu_3$ can not be re-routed through any path. If $\nu_1$ is re-routed through either $n_3$ or $n_5$, $\nu_2$ and $\nu_3$ can be re-routed through the other node.

In Fig. 1d, node migration in needed due to the failure of $n_1$ that hosts terminal nodes for $\nu_1$, $\nu_2$ and $\nu_3$ denoted as $t_{\nu_1}$, $t_{\nu_2}$ and $t_{\nu_3}$ respectively. Assuming that $n_5$ and $n_7$ are the only available hosts for migrations, $t_{\nu_1}$, $t_{\nu_2}$ and $t_{\nu_3}$ should be migrated to them. Given that $t_{\nu_1}$ requires 8 virtual CPUs (vCPUs) for computation while each of $t_{\nu_2}$ and $t_{\nu_3}$ require 4 vCPUs, and each of $n_5$ and $n_7$ has available 10 vCPUs. Similarly, if $t_{\nu_2}$ is migrated to one node and $t_{\nu_3}$ is migrated to the other, it will be impossible for $t_{\nu_2}$ since the residual computation capacity in both nodes is 6 vCPUs while $t_{\nu_1}$ requires for 8 vCPUs. Contrarily, if $t_{\nu_3}$ is migrated first, $t_{\nu_2}$ and $t_{\nu_3}$ can be migrated too. Hence, $F(\nu_q) \propto \Psi_q$ where $\Psi_q$ is the residual resource that can be left unused due to bad capacity management, hence, maximizing the SP revenue.

8) VN Size: It is more profitable to consider the recovery of larger VNs first as discussed in section III-7, in case if failure of some nodes would bring down the whole VN. Assuming a failure of two VNs, $\nu_1$ and $\nu_2$ with 20 and 5 virtual nodes, respectively, and with the same capacity requirement and same FRR. If one virtual node is affected in both VNs and resource is available to the recovery of one NV, the recovery of $\nu_1$ and release of $\nu_2$ is the wise decision from revenue prospective. Hence, $F(\nu_q) \propto \Omega_q$ where $\Omega_q$ is the size of $\nu_q$.

9) Failure impact: The number of affected components of failed VN impacts the restoration probability and its time. Therefore, VNs with lighter failure impact, $\Phi_q$ should be restored first since they are more likely to be recovered and recovered quickly. This will allow for the restoration of more failed VNs. This implies that $F(\nu_q) \propto 1/\Phi_q$ where $\Phi_q$ is the failure impact on $\nu_q$. Failure impact on the physical network is reflected as resource unavailability, which affects the restoration probability especially in a highly loaded network.

The objectives of can vary based on the SP need. For example, they could be to recover more failed VNs, increase revenue and/or give priority to the delay-sensitive applications. Alternatively, the provider could focus on recovering higher priority VNs first or could prioritize higher revenue VNs. The ranking function is related to the attributes as follows.

$$F(\nu_q) = \alpha \overline{R}_q + \beta \overline{P}_q + \varepsilon \overline{\Psi}_q + \varepsilon \overline{\Omega}_q + 1/\eta \overline{\Phi}_q$$  (1)

where $\overline{R}_q, \overline{P}_q, \overline{\Psi}_q, \overline{\Omega}_q$ and $\overline{\Phi}_q$ are the normalized values of $R_q, P_q, \Psi_q, \Omega_q$ and $\Phi_q$, respectively. They are calculated as the attribute values of $\nu_q$ over the maximum value of the attribute in $\overline{V}$ denoted as $\overline{R}_{\text{max}}, \overline{P}_{\text{max}}, \overline{\Psi}_{\text{max}}, \overline{\Omega}_{\text{max}}$ and $\overline{\Phi}_{\text{max}}$. The values of $\alpha, \beta, \varepsilon, \varepsilon$ and $\eta$ are $\in \{0,1\}$ and represent the weights for the normalized attributes.

IV. EXPERIMENTAL WORK

The experiments assume a network that hosts multicast applications (MVNs), which require strict delay and delay variation between the terminals (8-20 terminals). We have adopted the 3-step multicast VNE process in [25] and the link failure recovery algorithms in [26] and a K-ary FatTree network topology (K=16). The substrate network contains $K^3/4$ servers (each server with 64 vCPUs), 64 core switches, 128 aggregate switches, 128 access switches and total of 3072 links (each with 10 Gbps) connecting the different nodes (core switches, aggregation switches, access switches, and servers). We assume that storage is always enough but the focus is on the links bandwidth in Gbps (0.1-1) and CPU computation requirements in terms of the number of vCPUs (1-8 for each virtual node). The enhancement scheme is applied to rank the failed MVNs; an MVN with higher rank is to be recovered first. The ranking depends on the affordable delay (FRR), the priority class, link bandwidth (capacity requirements) since the recovery methods include finding alternative paths and the MVN size. The values of $\alpha, \beta, \varepsilon, \varepsilon$ and $\eta$ in Eq. (1) have been set such that they have equal importance. We evaluate the performance at different network loads (# MVN requests) using restoration ratio, average execution time, penalty cost and total revenue. Results were collected twice (same simulation setup): one experiment is with our QoS-aware recovery method and the second experiment is without.

Fig. 2a depicts restoration ratio, total number of recovered MVNs to the total number of MVNs brought down by the failure. It measures the reliability of the recovery schemes. The results show that the proposed scheme increases the
reliability of the recovery method. This will directly affect the QoS provisioning since more MVNs are recovered. The trend shows that the scheme has a higher impact on the restoration ratio during the higher-load conditions, which is expected. Fig. 2b shows the average execution time (over the number of recovered MVNs) versus the network load. The time here is the search time for alternative paths and the time for constructing the multicast tree in addition to the time used by the proposed framework to rank the failed MVNs. There is a slight increase in the execution time (in the simulator) due to applying the proposed scheme, which in practice is negligible. Furthermore, the proposed method recovers more large-in-size MVNs which increase the recovery time in the adopted link recovery scheme [26].

The difference is expected to be negligible for other recovery scenarios comparing to practical scenarios. The penalty cost is compared for the link recovery scheme with and without QoS implementations in Fig. 2c. The graphs show a lower penalty cost when deploying the QoS scheme, which is translated as an enhancement in revenue. The lower penalty cost associated with QoS implementations is due to higher restoration ratio, restoration of higher priority MVNs first, and the restoration of larger MVNs first. Fig. 2d shows the total revenue. More revenue is obtained due to recovering the more expensive MVNs (higher priority), recovering the larger MVNs, and increasing the admittance ratio.

V. CONCLUSION

We conclude that QoS enhancement schemes are important for efficient network management. They have good impact on the performance under low and high load conditions. Future work includes evaluation of the proposed scheme in different recovery algorithms, in different multi-failure environments and with different network topologies.
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