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Abstract—Datacenter networks are commonly structured with hierarchical topologies in which multipaths are provided to create redundant paths between end-to-end servers. Without a dedicated flow control mechanism, different sizes of traffic flows are statically allocated to links without sensing the current link utilization, which can result in transient network congestion that impacts on the latency experienced by users of the hosted applications. Existing works aim to realize load balancing by efficiently scheduling flows based on their sizes and link utilization. However, many applications’ performance is bounded with specific QoS targets, so load balancing may not directly address their QoS requirements. In this paper, we present a latency-aware flow scheduling system that schedules flows based on a tenant application’s QoS target and empirical estimations of the effective bandwidth required to meet these QoS targets. The approach seeks to ensure that, following a network-aware placement of VMs hosting application components, the latency associated with communications between these VMs is controlled even as the inter-VM traffic patterns change, or as the background traffic associated with other applications changes. We describe a prototype implementation of the approach that extends our MAPLE network-aware VM placement system. Our experiments in an emulated datacenter indicate that our scheduling approach leads to fewer QoS violations compared to ECMP.

I. INTRODUCTION

Recent studies indicate that the network is often the bottleneck in the performance of applications hosted in datacenters. Delivering performance guarantees to datacenter-hosted applications is challenging [1], so many cloud providers have resorted to the practice of over-provisioning bandwidth resources in order to prevent violation of QoS guarantees for cloud tenants. Several network-aware resource allocation and VM placement techniques [2]–[4] have been proposed in order to deliver guaranteed performance to datacenter-hosted applications. These proposals aim to allocate network and computing resources to the application VMs to guarantee the satisfaction of their performance targets, while optimizing utilization of compute, storage and network resources. However, given the nature of networking demands that can vary dramatically over time, traffic loads can become unbalanced in a datacenter network, causing performance degradation of applications associated with the congested links while other links having unused bandwidth are not efficiently utilized due to static provisioning schemes.

There is a gap between existing network-aware VM placement techniques and flow scheduling algorithms. Most network-aware VM placement techniques are designed assuming that network resources can be abstracted as a hose model [1], in which an application specifies per-VM bandwidth requirements for all of components deployed in individual VMs. As long as the network requirements of VMs do not exceed the capacity specified, adequate resources can be secured and effectively allocated. Given the multipath technologies commonly used in nowadays datacenters [5], this assumption relies on the presence of a flow scheduler to ensure that every link has equal networking conditions, thus the hose model may not be aware if VMs use the congested links over time. ECMP [6] is the common protocol used in datacenter networks to map flows into multi-equal paths; existing studies [7] have shown its deficiency in the presence of larger flows, which often leads to link congestion onset. On the other hand, most proposed flow scheduling techniques ignore the individual QoS required by each VM—they only ensure that, overall, the flows are evenly allocated to the given links, but they do not directly address the network resources needed by each VM. The aforementioned issue can be usually found in the resource allocation approaches that are based on end host measurement and end host congestion feedback mechanisms [2], [4], [8], as measuring at the end host level cannot accurately estimate the conditions of the associated up links.

To address the issue, we leverage the Software Defined Networking (SDN) paradigm [9] to develop a flow scheduler, termed the MAPLE-Scheduler, which monitors the network changes in switches and dynamically reschedules flows to meet the QoS requirements, while balancing the link utilization across links. This QoS-aware flow scheduler is designed for incorporation with the MAPLE system, a network-aware VM placement system described in [8], [10]. Whilst MAPLE succeeds in finding appropriate, network-aware VM placement system described in [8], [10]. Whilst MAPLE succeeds in finding appropriate, network-aware placements of an application’s VMs at the time of initial placement, it does not address the impact of subsequent changes in networking conditions. The addition of the MAPLE-Scheduler seeks to address this shortcoming by harnessing SDN to adjust flow routing in order to avoid QoS violations due to increased latency caused by datacenter link congestion. Crucially, the MAPLE-Scheduler utilizes an empirical effective bandwidth estimation technique [11] to assess whether flows need to be re-routed in order to meet QoS targets. We carried out experiments on a testbed using 4 servers to emulate a multipath datacenter with up to 210 VM nodes. We show that the MAPLE-Scheduler can ensure the QoS targets are met for the VM requests in the presence of cross-competing traffic, which is not the case for an approach based on the use of ECMP.

The paper is structured as follows. In §II we review some related work on flow scheduling techniques in datacenters.
The concept of effective bandwidth applied to manage QoS requirement is introduced in §III. In §IV and §V the MAPLE-Scheduler is described and its flow scheduling algorithm is specified. In §VI, MAPLE-Scheduler is evaluated based on a testbed constructed using 4 physical servers. Finally, §VII provides concluding remarks.

II. RELATED WORK

In recent years SDN, albeit a relatively new paradigm, has been deeply investigated and already deployed in datacenters [12] and wide area networks [13]. However there are still some research challenges to be addressed. Several proposals target innovation in datacenter network design, QoS improvement and traffic engineering by leveraging SDN concepts.

In [14] a deep analysis of multipath routing outlines the weakness of ECMP and encourages more advanced packet-based routing mechanisms in datacenter networks. In the literature there are many proposals implementing such advanced mechanisms; we provide here an overview of the most significant proposals for such advanced mechanisms that embody SDN approaches using both centralized and distributed architectures.

MicroTE [15] proposes a fine-grained traffic engineering system using OpenFlow [16] and a centralized network controller, but it requires minor modifications to end hosts. Hedera [7] implements an adaptive flow scheduling system for multi-stage commodity switching fabric and unmodified hosts, leveraging OpenFlow and a centralized controller. In contrast, the focus of our work is to develop an alternative solution to static load-balancing methods (e.g., ECMP) for multipath tree topologies towards an efficient usage of network resources, concentrating on QoS target satisfaction. Other approaches try to improve QoS in OpenFlow networks by extending the OpenFlow protocol to support rate limiters, packet schedulers and more efficient actions. Particularly interesting is how DevoFlow [17] achieves a scalable flow management: it keeps flows in the data plane as much as possible to avoid overheads in the controller, but it maintains enough visibility over network flows to provide effective aggregated flow statistics. It uses a trigger-based flow statistic gathering mechanism which inspired us to design an efficient link monitoring component. Presto [18] pushes the load-balancing functionality to the edge nodes, requiring modifications to edge switches (implemented using Open vSwitch [19]).

Many researchers have been exploring distributed solutions to QoS issues in networks. We highlight DIFANE [20], one of the first contributions to this area, and the more recent Conga [21], which proposes a congestion-aware load balancing mechanism for datacenters using custom ASICs inside networking fabric. It is optimized for a 2-tier Clos topology (also called Leaf-Spine) typically deployed in enterprise datacenters. Unlike our approach operating at flow level, it uses a novel mechanism to convey path-wise congestion metrics between pairs of leaf switches operating on flowlets to achieve a higher granularity of control. Recently the flow balancing technique in [22] operates on newly introduced coflows.

Our proposed solution addresses the problem of meeting QoS targets in a multipath datacenter controlled by a logically centralized SDN controller. This work is an enhancement of our previous work MAPLE [8], [10], which is a network-aware VM ensemble placement system that uses empirical estimations of the effective bandwidth required between servers to ensure that QoS violations are within targets specified in the SLAs for tenant applications.

III. EFFECTIVE BANDWIDTH IN MULTIPATH TOPOLOGIES

Effective bandwidth (EB) is the minimum amount of bandwidth required by a traffic source (for example, a VM hosting an application component) to maintain a specified QoS target. In a communications network, the EB of a traffic source depends not only on the traffic generation behavior of that source, but also on the whole set of systems, including link capacities, background traffic characteristics and the desired QoS target [23]. EB can be analytically estimated through the application of large deviation theory [24]. In this work, we apply an empirical approach based on the analysis on traffic traces collected at real time [11]. At predefined intervals, we estimate the EB for a given delay-based QoS target for the aggregated traffic collected on devices.

The previous work MAPLE [8] measures EB for links by relying on dedicated modules installed on end servers to monitor and regulate their traffic. To cope with multipath topologies, EB estimation needs to be revisited in order to take into account that it is practically and computationally hard to measure and run the EB estimation algorithm at every single link in the network. We logically divide the network in two parts—the edge and the core—and accordingly use two different approaches to conduct EB estimation. At the edge of the network, where top-of-rack switches (ToR) are, we apply the precise EB estimation method for every uplink port connecting the ToR switch to the core. Since the ToR switch aggregates traffic coming from the host and the VMs in the same rack, it is practically feasible to make the link selection (flow scheduling) decision informed by an accurate estimation of the EB supported by the ToR switch.

For the switching layers forming the core of the datacenter network, we employ the approach of Effective Bandwidth Coefficient (EBC) [25] to estimate the EB for the observed links. EBC captures the relation between estimated EB and its corresponding mean throughput of a link regarding a specified QoS target. Let $R_{\text{eff},i}$ represent the EB of a given link $i$, mean$_i$ is the current mean throughput of the link, the corresponding EBC can be calculated as:

$$EBC_i = \frac{R_{\text{eff},i}}{\text{mean}_i} \tag{1}$$

The EBC can be calculated offline from collected packet traces and then used to estimate the EB required by a given link for a given QoS target (see [25] for a full description of this process), as long as the throughput of the given link is known.

IV. MAPLE-SCHEDULER

The MAPLE-Scheduler is a flow scheduling system that monitors flows’ QoS performance, and dynamically reschedules flows, aiming to maintain their QoS needs. We assume that ECMP is used as the default function to map new flows to equal paths, whilst the MAPLE-Scheduler monitors the network status and provides flow rescheduling when it is
needed. This means that after the initial VM placement, ECMP will manage routing new flows from source VMs to destination VMs, when the flows first arrive to the switches and no associated flow rules can be applied. If existing flow rules can be applied, the switch will apply them to route the flows. Meanwhile, the MAPLE-Scheduler monitors the QoS changing over time and reschedules some flows to mitigate QoS degradation. This rescheduling essentially means that some higher bandwidth flows that are contributing to congestion on a link are rescheduled to another link with higher residual bandwidth. This rescheduling is controlled such that flows are re-routed through links with sufficient residual bandwidth to meet their EB requirements and in a manner that ensures that there is sufficient capacity on the original link to meet the EB requirements of those flows that were not rescheduled. The key components of MAPLE-Scheduler are:

- A centralized controller built on SDN technologies (for our prototype the Ryu controller is used);
- A flow scheduling algorithm making schedule decisions based on a combination of different measurement mechanisms at the edge and at the core of the network, both relying on EB estimations;
- Distributed monitoring agents residing on servers and edge switches (which do not require any modifications to hardware or protocols in the network devices).

The MAPLE-Scheduler supports fat tree like topologies, which are typically used in datacenter networks [5]. In theory, it can be extended to support any kind of multipath network topology, as long as the requirements for network to be composed of OpenFlow enabled switches and for traffic being captured and analyzed are met. The MAPLE-Scheduler leverages the separation of control plane and data plane, as stated by the SDN paradigm: switches only forward packets according to the rules installed by the logically centralized controller. The MAPLE-Scheduler is always aware of the network topology and of the resources consumed by each running flow, by using its distributed monitoring module.

The MAPLE-Scheduler achieves end-to-end dynamic QoS-aware switching by performing a two stage flow scheduling, as shown in Figure 1. This figure abstracts datacenter network into two layers: the edge layer and core layer. It schedules flows based on the availability of sufficient residual bandwidth, calculated based on estimations of EB. At the edge layer, effective bandwidths are estimated based on captured traces, in which case the residual bandwidth is calculated using Eq. 2. For other switches, the MAPLE-Scheduler first queries the flow statistics on switches using the OpenFlow library, and obtains the EBC from the MAPLE system. Once all the required values are available, the residual bandwidth is calculated using Eq. 3:

\[
\text{residual BW}_{\text{edge}} = \text{link capacity} - \text{effective BW} \quad (2)
\]

\[
\text{residual BW}_{\text{core}} = \text{link capacity} - \text{EBC} \times \text{mean} \quad (3)
\]

The different approaches for the edge and the core mean that we need only deploy EB agents on edge switches to capture traffic in order to calculate the EBs. For the other switches that are not associated with EB agents, the EBs are estimated by using Eq. 1, where the EBC is learned from previous traces, and the mean throughput can be queried from the flow statistics available to SDN controller. We deploy EB agents on Edge switches to calculate the corresponding effective bandwidths in order to obtain more accurate estimations, as they provide first accessing points to the network, which are required to be managed more accurately. A similar design can be found in the Conga architecture [21]. Each module performing EBC estimation is deployed on the MAPLE controller, which implements the techniques described in [25]. It communicates with switches to collect the related datasets and then perform the related training described in [25] to obtain EBC regarding different QoS and applications.

The flow statistics of edge switches are learned by the distributed monitoring agents who capture traffic packets and perform the corresponding analysis. For the other network information, MAPLE-Scheduler builds the related information by using the OpenFlow protocol. Generally there are two types of methods, namely pull based and push based, for SDN controllers to gather flow statistics from the OpenFlow switches. In the proposal of DevoFlow [17], the technical comparison of these two approaches is discussed. In this work we implemented a trigger based push method for gathering flow statistics, with the aim to reduce the work loads and enable the controller to be timely responsive to state changes in switches. Basically, trigger based method means that the OpenFlow switches update statistics to the central controller only if the switches determined it is necessary to do so. The related function is implemented on the monitoring agents, which monitor if any large flows appear on the monitored switches and if any QoS violations occur. The monitoring agents will notify the controller to consider rescheduling flows if it observes QoS violation. In other words MAPLE-Scheduler will be only activated for scheduling large flows when QoS violations occur.

V. MAPLE FLOW SCHEDULING

The flow scheduling algorithm is designed to work on fat tree topologies, but it is topology agnostic as long as the given topology has a hierarchical tree like structure.

The MAPLE-Scheduler works in parallel with ECMP; it only reschedules large flows with the aim to maintain QoS targets. It reschedules a flow based on two conditions: 1) if it will not exceed the selected link’s residual bandwidth, based
Algorithm 1 MAPLE Flow Scheduling Algorithm

Input: Links, Capacity, $\alpha$, $\beta$
Output: updated links

1: sort $\uparrow$ Links based on the remaining bandwidths
2: $i = 0$,
3: $j = \text{Links.length}$
4: for $i$ in $[0, \text{Links.length})$ do
5:   $\text{ALink} = \text{Links}[i]$
6:   $\text{BLink} = \text{Links}[j]$
7:   if $\text{ALink}.\text{remainBW} > \beta \ast \text{Capacity}$ then
8:     return
9:   end if
10: end for
11: for flow in $\text{ALink}.\text{flows}$ do
12:    if $\text{flow}.\text{rate} < \alpha \ast \text{capacity}$ then
13:       continue
14:    end if
15:    $x = \text{ALink}.\text{remainBW} - \text{flow}.\text{rate}$
16:    $y = \text{BLink}.\text{remainBW} + \text{flow}.\text{rate}$
17:    if $x < y$ then
18:       move flow to $\text{BLink}$
19:       $\text{BLink}.\text{remainBW} = y$
20:      break
21:     end if
22:     $j = j - 1$
23: end for

This algorithm can return at this point as all the rest links will only have greater (or at least equal) remaining bandwidths. This is an optional condition that operators can change based on their need, our justification is that it is barely necessary to reschedule any flows for a link that still has $\beta$% capacity left, considering that the possibility of this link to be filled up immediately is low enough (e.g., a large flow generally consumes 10% capacity, and only 20% flows are large flows).

Line 14–16 present the condition that a flow should be moved from its current link to an equal link. This condition require a flow schedule should meet the max-min fairness. Line 18 updates a link’s residual bandwidth, once it is determined to host a new flow. Thus in a later iteration, it will not be incorrectly added in another flow. However, we do not update the order of the sorted flow list, the iteration will just need to continue on until all the observed flows are revisited.

VI. Evaluation

A. Experimental Setup

We emulated a fat tree datacenter network using 4 physical servers, as shown in Fig. 2. One server is reserved as the management server where the SDN controller and MAPLE-Scheduler are deployed and connected to a separate management subnet, while each of the rest servers virtualizes 2 pods in a fat tree topology. Switches within the pods are Open vSwitch instances with 1 Gbps upstream and downstream capacity. Each Virtual Switch (vSwitch) is connected to our MAPLE scheduler that is implemented based on the Ryu framework. Each server runs Ubuntu 12.04 as the host operating system, with the libvirt library being used to manage up to 70 guest VMs deployed on each physical server. Among these VMs, we group 5 VMs together to form a virtual server (vServer), wherein all VMs are directly connected to a vSwitch, to emulate the scenarios that 5 VMs share one bottleneck link within a physical server.

To emulate bulk data transfers within the network, we used the following data applications: 1) a Hadoop application that runs word count on distributed documents; 2) a data serving application that combines YCSB (data client) and Cassandra (data server), a benchmark recommended in cloudsuite [26]; finally, 3) a custom data backup application, created using the SCP utility, which simulates the scenario where a data file is
B. The Analysis of QoS Violations

We analyze QoS violations for the flows generated over the emulated datacenter (EDC). The QoS violation rate is calculated based on individual server’s egress links. Namely, the violation rate is the proportion of a server’s outgoing packets that experience delays longer than that specified in the QoS target. We employ two metrics: 1) the overall violation rate as defined in Eq. 4, which measures the overall performance; and 2) the averaged violation rate as defined in Eq. 5, which measures how strong the violations are on affected links.

\[
\text{overall\_violation\_rate} = \frac{\text{sum(QoS\_violation\_rates)}}{|\text{all\_links}|} \quad (4)
\]

\[
\text{averaged\_violation\_rate} = \frac{\text{sum(QoS\_violation\_rates)}}{|\text{links\_with\_violations}|} \quad (5)
\]

Fig. 3a depicts the QoS violation results incurred respectively by MAPLE-Scheduler and ECMP for the QoS target (0.02s, 0.1). Initially, VMs are placed in the EDC based on the QoS requirement and MAPLE could achieve the QoS guarantee. However, once we turned on the cross traffic generation program, MAPLE using ECMP suffered increased packet delays, as shown in Fig. 3a, leading to an overall violation rate up to \(\approx 35\%\), exceeding the requirement that only 10% can be delayed more than 0.02s. On the contrary, MAPLE-Scheduler once detected the QoS degradations, it managed to reschedule the flows to keep overall violation rates within the targets. The difference is also evident in the averaged violation rates, where MAPLE using ECMP shows slightly higher violation rates on the affected links.

Fig. 3b presents the second set of experiments comparing MAPLE-Scheduler and ECMP based on a new QoS target (0.04s, 0.05). This set of experiments show similar results, MAPLE-Scheduler is able to keep the overall violation rates within required range, where ECMP overall has approximately 30% traffic suffered violations. Regarding the links that do suffer violations, their averaged rates come close, yet MAPLE-Scheduler still has slightly smaller violation rates. Comparing to the previous Fig. 3a, all the involved techniques received relatively less violation samples, though which is mainly due to the relaxed delay requirement.

C. Analysis of Throughput Performance and Link Utilization

To evaluate the efficiency of MAPLE-Scheduler’s flow scheduling, we analyze the link utilization and the throughput performance of the servers based on the servers’ egress traffic. Note that MAPLE-Scheduler reschedules flows in order to maintain the delay QoS targets, delivering better throughput or better link utilization is not the main goal.

Fig. 4a presents the throughput performance for the test cases related to first QoS target (0.02s, 0.1). In general, MAPLE-Scheduler shows significantly better throughput performance comparing to ECMP. Though in terms of the minimum throughput, there is no difference, they all down to 80 Mbps, while the median throughput for MAPLE-Scheduler is approximately 260 Mbps and for ECMP is approximately 240 Mbps. The CDF of mean link utilization levels averaged across the duration of an experimental run, presented in Fig. 5a, indicates that ECMP also shows similar link utilizations, yet MAPLE-Scheduler shows slightly lighter loads on its links.

Fig. 4b presents the throughput performance for the test cases related to first QoS target (0.04s, 0.05). Similar to previous experiments, MAPLE using MAPLE-Scheduler shows significantly better throughput performance. The minimum throughput is consistent, in that for all cases they all go down to approximately 80 Mbps. In Fig. 4b, the difference in median throughput is larger, MAPLE-Scheduler produced approximately 260 Mbps as the median, while MAPLE using ECMP produced approximately 220 Mbps. The CDF of mean link utilization levels, averaged across the duration of an experimental run, presented in Fig. 5b, shows that a relatively bigger gap in the utilization rates up to 40%, regarding MAPLE-Scheduler, there is about 70% of links with utilization rates smaller than 40%, while regarding ECMP, there is about 59% of links having utilization rates smaller than 40%.
This proposed work addresses the issue that the QoS and network aware VM placement system such as MAPLE has no control to the VMs’ flows after initial placement of those VMs. Common load balancing mechanism (e.g., ECMP) that performs static mapping of flows to multi equal paths does not consider link utilization status and QoS requirements, where large flows can collide on same paths, making network links congested and not suitable for latency sensitive flows. In order to take into account of QoS targets, we designed MAPLE-Scheduler built on SDN controller, which can effectively schedule flows to enforce QoS guarantee in multipathing datacenters. In the experiments based on our SDN testbed consisting of 6 pods of multipaths, we show that, when large flows arrive into the networks, MAPLE using ECMP cannot maintain the delay requirement, while MAPLE with MAPLE-Scheduler can effectively reschedule some appropriate flows to keep the delay performance within the QoS targets.

VII. CONCLUSION


Fig. 5: In the test cases based on QoS target (0.02s, 0.1), two comparing methods show similar link utilization; while in the test cases based on QoS target (0.04s, 0.05), the gap between two lines on the range of link utilization between 0.2 to 0.4 that indicates MAPLE-Scheduler achieve lighter loads across its links, comparing to ECMP.