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Abstract—We propose a cross-layer routing framework in the SDN (software-defined networking) domain to cope with regionally-correlated challenges. By taking advantage of the failure detection model, GeoDivRP calculates multiple geodiverse paths for resilient network communications. Coupled with the optimization model, it realizes the minimized delay-skew product when decoupling traffic onto multiple paths. We evaluate our framework using MPTCP (Multipath TCP) in the face of regionally-correlated failures and it presents better performance compared to the single path routing. We further demonstrate our web framework to automate the OpenFlow experiment by programmatically importing network topologies and execute challenge emulations using the user-provided challenge regions.

I. INTRODUCTION AND MOTIVATION

The demands for Internet resilience, survivability, and dependability have been increasing tremendously. Telecommunication networks are widely used for carrying Internet traffic and they rely heavily on the physical infrastructure such as optical fibers, routers, and switches to maintain normal operation; therefore, it is important to evaluate their resilience in the face of various faults and challenges [1]. Survivable optical networks under random edge and non-correlated failures have been a popular research domain [2], [3]. Recently, the research community has become more concerned about the potential damage caused by large-scale challenges and intentional attacks; efficient mechanisms have been proposed to mitigate their impacts [4]–[6]. However, none of the work has focused on a resilient cross-layer network architecture to cope with large-scale challenges.

To deal with the aforementioned challenges, a novel flow-diverse Internet protocol stack has been proposed to provide network protection and resilience by taking advantage of multiple geodiverse paths [7], [8]. It provides network protection mechanisms by preallocating multiple geodiverse paths for each communicating node pair for resilience purposes. GeoDivRP (GeoPath Diverse Routing Protocol) analyzes the network statistics collected from the link layer using the failure detection module, in particular the failed link set along with the links’ delay and congestion information. GeoDivRP processes the failed link set and calculates a distance separation criteria $d$, which is used for the geodiverse path calculation. The link delay information, along with the skew requirement for the path set $P_k$, are passed to the optimization engine for traffic allocation optimization. The path set $P_k$, along with the optimized traffic allocation set $X_k$, are passed up to ResTP [8], our resilient transport protocol. ResTP can establish multiple flows between a pair of communicating hosts using the geodiverse paths provided by GeoDivRP for its data transmission. Applications can also pass down threat models to ResTP and further to GeoDivRP; diverse routes are created based on the given threat model.

![Block diagram of GeoDivRP and ResTP](image_url)

Network optimization is a popular research domain, and it performs best with a centralized topology view [9]. Direct control of the underlying network switches by a centralized OpenFlow controller in the SDN (software-defined network-
ing) enables a number of mechanisms requiring the global view of the network topology. The data-centric design of SDN is inherent with the optimization model; it enables the controller to make optimized routing decisions using the centralized topology view. We have implemented our delay-skew minimization mechanism [10] along with our GeoDivRP routing algorithm [7] in SDN to realize optimized routing.

The paper is organized as follows. Section II describes the background and related work. Section III presents the novel cross-layer design within the flow-diverse protocol stack. Section IV presents experimental results using our web framework with regional challenges. Section V concludes this paper.

II. BACKGROUND AND RELATED WORK

A large number of failures in a geographical region can result in catastrophic damage to network communications [6]. When regional challenges occur, a series of nodes and links in the vicinity can be damaged and removed from the network; these are regionally-correlated challenges. Since the challenge effect is frequently long-term [11], a set of backup paths are required for survivable routing. The single-location physical challenge scenario has been analyzed [5], [12], as well as correlated and simultaneous challenges [13]. A random line-cut mechanism has been used to assess the vulnerability to regional-based challenges [4]. Both correlated failures and targeted attacks with simulation results have been presented [14].

Our previous work has studied different mechanisms that identify the vulnerability area and routing algorithms to bypass the impact zone with a threat model [6]. Two heuristics are proposed for solving the \(d\)-distance separation paths problem (in which any two nodes on disjoint paths are separated by greater than \(d\) distance) and their effectiveness under regional challenges has been demonstrated [15]. A delay-skew minimization mechanism has been proposed for rerouting traffic [16]. However, a unified protocol stack is lacking to systematically remediate regional failure aftereffects. Therefore, it is important to understand the mechanism to statistically direct the rerouted traffic onto multiple \(d\)-distance separated paths and to then better cope with network congestion when large-scale challenges occur.

Resilient protocols are important for Future Internet design. Flow-diverse routing mechanisms have been proposed to solve the optical network diversity problem. A SRLG (shared risk link group) is a set of links that share a common physical resource, and it has been proposed to address single or multiple physical failures [17]. Minimum-cost diverse SRLG routing has been proven NP-complete and an ILP (Integer Linear Programming) formulation has been used to solve the routing problem [18]. Path protection has been proposed to provide two SRLG-disjoint paths using graph transformation techniques [19]. Furthermore, INLP (integer nonlinear programming) has been proposed to solve the problem of finding two disjoint paths with minimum-joint path failure probability in the face of probabilistic physical failures [20]. However, most of the work has focused on diverse routing in optical networks calculating only 2-diverse paths.

Flow-diverse routing mechanisms require multipath routing. Multipath routing is advantageous for small networks in the all-commodity traffic scenario [21] and it can be done in multiple layers. ECMP (equal-cost multipath) is achieved in the networking layer as a multipath routing strategy, which uses multiple paths with equal cost for better load-balancing in OSPF (Open Shortest Path First) [22]. Optimization maximizes the flow on each path in an ECMP routing algorithm [23]. Furthermore, multipath can be accomplished at the transport layer as well. MPTCP (Multipath TCP) [24], [25] is proposed as an extension for the current TCP to utilize multiple subflows. It is an ongoing effort of the IETF MPTCP working group [24]. By creating multiple subflows using different network paths and combining the received data, MPTCP can potentially improve throughput and resilience to network failure. Taking advantage of the centralized design of SDN, multipath routing can benefit from its efficient failure detection as well as fast response to topology changes.

SDN is the concept of using programmable components to control network behavior. By dividing the network control and forwarding functions, network services are abstracted from the underlying infrastructure. This enables rapid innovation as new versions of network software can be easily deployed. OpenFlow [26] is the first open standard southbound interface for SDN. It provides an open protocol to program the flow tables in the switches and enables researchers to test new network services along with real-world traffic without significant changes to the infrastructure. It realizes flexible and programmable data transmission through defined actions for each flow entry, while may include forwarding packets to ports, dropping packets. OpenFlow has a tiered architecture in which the southbound interface directly controls the network devices, and the northbound interface presents abstraction to the application for easier development.

III. FRAMEWORK DESIGN

We design our cross-layer framework with the frontend representing topology and a backend OpenFlow module emulating network challenges. We have presented a demo [27] for the real-time operation of our framework at the 23rd GENI Engineering Conference [28]. As shown in Figure 2, the frontend system reads the adjacency matrix from KU-TopView [29], [30] and creates the topology automatically by overlaying it on top of the map with realistic delay and bandwidth configurations. OpenFlow switches are used to represent the network nodes in the physical topologies. The users interact with the system through a drag-and-drop polygon representing the challenge region. The polygon can be modified to any shape or size by users causing links or nodes that fall in the polygon area to fail. The challenge information is then passed to the backend system which runs the OpenFlow experiments. Physical OpenFlow switches are deployed in the KanREN testbed, while Mininet-emulated [31] topologies are used for all the other networks.

GeoDivRP (GeoPath Diverse Routing Protocol) [7] is implemented as an OpenFlow controller, which powers our
A. GeoDivRP

GeoDivRP [7] provides multiple geodiverse paths to the higher layer for resilient traffic transmission. In order to decrease the complexity of the geodiverse path calculation, the iWPSP (iterative WayPoint Shortest Path) heuristic [15], [32] is used. As shown in Figure 3, for the case when the number of path for each node pair denoted as \( k = 3 \), iWPSP first calculates the shortest path \( p_s \) connecting source node \( v_s \) and destination node \( v_d \). Assuming the next hop node for \( v_s \) and \( v_d \) on the shortest path are \( v_{s0} \) and \( v_{d0} \), the algorithm selects neighbor nodes \( v_{s1} \) and \( v_{d1} \), that are \( d \)-distance separated from \( v_{s0} \) and \( v_{d0} \), respectively. For simplicity, this work assumes that such nodes exist; otherwise, the nodes with the closest distance compared to the requirement will be chosen, iterating until nodes distance \( d \) apart are located. iWPSP selects waypoint nodes \( m' \) and \( m'' \) in the opposite direction that are distance \( d + \delta \) apart from the middle node \( m \) in the shortest path, where the segment \( m'mm'' \) intersects the shortest path. Dijkstra’s algorithm [33] is performed for the two branches \( v_{s1}m' \) and \( v_{d1}m' \). By connecting the shortest path returned from the two branches, the heuristic obtains the first geodiverse path. The same mechanism repeats for waypoint node \( m'' \) for the second geodiverse path. Variable \( d \) is a user-chosen parameter based on the threat model, and \( \delta \) is experimentally chosen for different network topologies to increase the probability of the heuristic to return a \( d \)-separated path. The \( \delta \) parameter is also useful in preventing the links of the two geodiverse paths from interleaving and creating routing loops. By adjusting the value of \( \delta \), the heuristic can select a nearby waypoint node if the previous one fails running Dijkstra’s algorithm. When the heuristic cannot select paths within the skew bound \( t \), the model increases or decreases \( \delta \) accordingly. Geodiverse paths are passed to the optimization model along with the latency \( l \) and skew \( t \) requirement. The path-set \( P_k \) along with its flow distribution information \( X_k \) are passed to GeoDivRP for optimized traffic transmission.

B. Failure detection module

Failure detection module (Figure 2) is an essential component for our customized controller to monitor link failures. The module provides network statistics, such as failed link set and link congestion level to GeoDivRP. GeoDivRP acts on this information and makes routing decisions such as the path to choose to reach the destination. Network statistics are acquired using OpenFlow Discovery Protocol (OFDP) [34]. The network devices advertise their link capacity and the controller constructs a centralized layer-2 network topology. As shown in Figure 2, the detection module collects network statistics and provides the link information \( f \) and the failure information \( i \) to GeoDivRP. GeoDivRP passes the detection interval \( i \) to the detection module.

C. Optimization model

The optimization model is implemented to solve the delay-skew optimization problem [10], [16] using the IPOPT solver [35] that comes with the Pyomo optimization framework [36], [37]. IPOPT (Interior Point OPTimizer) is an open-source solver for the large-scale linear and nonlinear optimization problems. The total variable size for the optimization problem is \( D + L \), where \( D \) represents the total number of demands and \( L \) the number of links. It returns the optimized path set along with the flow distribution \( (P_k, X_k) \) to GeoDivRP for optimum network communication. \( P_k \) is the \( k \) number of \( d \)-distance separated geodiverse paths and \( X_k \) the optimized flow allocation on these paths. Optimization requires centralized view of the topology and SDN provides natural support with the controller collecting network statistics.

IV. RESULTS AND DISCUSSION

Both OpenFlow testbed and Mininet-emulated topologies are used in our experiments. Mininet [31] is a network emulation tool that can create a complex OpenFlow supported topology. The experiments are used to demonstrate the protocol stack’s performance in the face of regional challenges. Three geodiverse paths provided by GeoDivRP are used in the example topology for resilient routing.
A. OpenFlow testbed

In our testbed, we have deployed OpenFlow-enabled switches in KanREN (Kansas Research and Education Network) [www.kanren.net], which is a logical ring throughout the state of Kansas connecting institutions of higher education. Eight Brocade NetIron CES 2024C [38] OpenFlow switches have been deployed at these institutions, as shown in Figure 4. A full-mesh topology is deployed as an OpenFlow overlay and any arbitrary virtual topologies can be initialized through MPLS tunnels. A ring topology is used in our experiment. As shown in Figure 5a, the blue dots represent the Brocade OpenFlow switches and green solid lines the links. The red polygon represents the challenge region tunable by the users. ICMP (Internet Control Message Protocol) messages are used to evaluate the performance, with its PDR (packet delivery ratio) displayed on our website when the experiment is running. Floodlight is an OpenFlow controller based on Java [39], and it works with both physical- and virtual-switches. Our resilience routing framework is implemented based on Floodlight as a customized controller.

As shown in Figure 5a and 5b, the nodes and links that have been challenged are shown in red. The traffic is sent from Lawrence, KS to Kansas City, KS in our first scenario and Wichita, KS to Pittsburg, KS in the second. When the challenge takes down Wichita–Pittsburg and Lawrence–KC link as part of our challenges for each of our aforementioned scenarios, the traffic reroutes around the failure regions and the average rerouting delay is presented in Figure 5e. The trend for the end-to-end delay is similar when comparing both challenge scenarios. We observe an early high delay for the initial sample which is due to the initial packet trying to find the path to the destination. The next 24 packets have an average delay of 1 ms for Lawrence–KC and 4 ms for Wichita–Pittsburg. The challenge is applied at the 26th packet and is clearly shown by the middle delay spike in both of the challenge scenarios. Rerouting by the controller occurs and packets are routed through an alternate path with higher hops and higher delays than the unchallenged case in both of our scenarios.

B. Mininet experiment

The second experiment begins with reading the adjacency matrix for different physical topologies and creating Mininet experiments programmatically with realistic delay and bandwidth configurations. The bandwidth used for this experiment is a uniform 1 Mb/s across all links and realistic delay parameters are chosen based on the physical distance between the respective hosts. OpenFlow switches are used to represent network nodes in the physical topologies (topology data from KU-TopView). The Sprint physical topology is used in this experiment with nodes shown in blue dots and links in green straight lines in Figure 5c and 5d. The traffic is sent from Seattle, WA to New York City, NY and Los Angeles, CA to Miami, FL for each of our scenarios. When the regional challenge occurs at Chicago and later at Dallas, the traffic is rerouted around the challenge and new path is calculated by the controller. The end-to-end delay for the above experiment is shown in Figure 5f. The result is similar to the KanREN challenge scenario discussed earlier. The initial delay spike is caused by path discovery in both of the cases. The delay for both scenarios is in the range of 50–60 ms for the next 24 packets when the network is unchallenged. The challenge is applied at the 26th packet and the new path discovery causes the delay spike shown in the middle of the graph. The spike is not as pronounced as the previous KanREN scenario as Sprint has a much larger topology with more links and nodes than KanREN has. This means that finding alternate paths is easier in the Sprint network thus reducing the rerouting delay. Once the challenge is applied, due to rerouting delay, the delay for the next set of packets is higher than the unchallenged ones.

We now study the physical switch topologies with MPTCP (Multipath TCP) [24]-enabled routers and a single sender and receiver. All the links’ bandwidth are 10 Mb/s. The topology for the experiment is presented in Figure 6 where multiple paths exist between Lawrence and Wichita. A challenge profile in the Midwest is applied over the topology starting from Pittsburg and moving towards Topeka. The initial challenge takes effect at 30 seconds bringing down the Pittsburg switch. The next challenge occurs at Emporia starting at 60 seconds with the Pittsburg switch brought up. For the final challenge, the challenge circle then encompasses Topeka at 90 seconds with the Emporia switch brought up again. Finally, the challenge circle moves away from the topology with all switches up at that time. Since the paths calculated by GeoDivRP are δ-distance separated, the challenge cannot affect two paths at the same time. Therefore, when transport-layer erasure coding [40] is applied, our protocol maintains normal communication throughout the regional challenge.

Results from the above challenge profile is shown in Figure 7. The traffic is generated using iPerf, a network framework for evaluating the network’s maximum bandwidth. For the first 30 seconds, the throughput for different cities are close to 10 Mb/s, the link capacity. Starting at 30 seconds, the throughput of Pittsburg drops as the challenge is over Pittsburg. At the end of 60 seconds, Emporia drops off the
network while Pittsburg is brought up, which explains the rise in throughput for Pittsburg. After another 30 seconds, the challenge moves away from Emporia shown by the rise in throughput at 90 seconds and Topeka is challenged. After 30 seconds, the challenge moves away from Topeka shown by the rise in throughput at 120 seconds.

V. CONCLUSION

We presented our cross-layer routing framework considering geodiversity. By calculating and selecting single or multiple geographically diverse paths, it meets the requirements from higher network layers and demonstrates efficiency in routing around the challenged areas. Our framework takes advantage of the failure detection capability in OpenFlow and presents great flexibility and efficiency for implementing new routing mechanisms in OpenFlow. We plan to carry out more evaluation experiments comparing our framework to other multipath protection mechanisms, and different measurement metrics are planned to be employed.
Fig. 7. KanREN challenge throughput result
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