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Abstract—Virtual Networks are characterised as highly dynamic network environments, where topologies and nodes adapt rapidly to changes in user and service demands, user location and context changes, or resource constraints. This paper presents a rigorous assessment of an Information Management Overlay (IMO) suitable for monitoring virtual networks. The IMO system allows complex monitoring tasks to be performed in a scalable manner in order that the network manager can monitor the desired network properties in a way which is accurate, scalable, and low-bandwidth. The monitoring architecture is decentralised, not resource intensive (in terms of memory or CPU), and adaptable to a wide range of virtual topologies.

The IMO architecture uses Information Aggregation Points and Information Collection Points to scalably aggregate, filter, and collect data. The IMO is tested for scalability in both simulation (with over 35,000 thousand nodes) and on a custom-made virtual network testbed (with over 700 virtual routers), where we show that it performs well at a variety of monitoring tasks. This paper shows that the system is scalable and that intelligent configuration of the monitoring system greatly improves its efficiency. Furthermore, filtering can help reduce the monitoring load, however, the improvement brought in by filtering is greatly dependent on the nature of the monitoring task.

I. INTRODUCTION

In order to manage the challenging and dynamic infrastructures of virtual networks there needs to be a monitoring system which can collect and report on the behaviour of the resources, combined with a management system that can use the monitoring information in order to make decisions regarding network behaviour. In this paper we present an information management platform, called the Information Management Overlay (IMO), which is an infrastructure that regulates information flow based on the current state and topology of the network environment. In particular, we address the problem of implementing and testing an Information Management Overlay (IMO) for dynamic virtual networks (or any other dynamic types of networks).

The IMO consists a decentralised router-level monitoring system which collects data from nodes in a network, a system of aggregation points used to gather such data, and an IMO controller which controls data collection, data aggregation, and aggregation node placement. The testing of this infrastructure takes place both on a dedicated testbed for virtual networks (where the monitoring system runs on a network with over 700 virtual routers running on eleven physical machines) and in simulation (where topologies with over 35,000 simulated nodes have been tested). The virtual routers were designed and built for this research. Extensive evaluation of the monitoring system shows that (i) the a specially devised node placement algorithm is efficient, (ii) the monitoring system scales very well as the network grows and (iii) the filtering system for aggregation points can significantly reduce monitoring traffic, however, the reduction depends on the nature of the metric to be monitored.

The IMO is an important step towards a unified information management infrastructure for virtual networks. The work presented here is a rigorous and detailed test of the Information Management Overlay introduced in [1]. The actual monitoring software used on each virtual router is known as Lattice and was introduced in [2] and [3]. This paper reports on a successful large scale testbed deployment of the monitoring software with IMO control algorithms and a large-scale simulation test of this control.

In [1], a node placement algorithm known as HotSpot was tested on a virtual network testbed using the Xen hypervisor [4]. It used a static topology, with 33 virtual machines over three physical machines. This paper takes a different approach by using a lightweight virtual network testbed based on Java Virtual Machines, which can run either virtual routers or virtual service elements. This is complemented with a much more lightweight simulation. This allows for much larger scale tests – in the testbed, the 33 routers from [1] was improved to over 700 routers and in simulation 35,000 nodes. The HotSpot placement algorithm from [1] is replaced by a novel placement algorithm for dynamic networks, called Pressure which greatly improves upon HotSpot. In contrast to [1] this paper considers dynamic topologies and this is an important improvement over the static tests. A real life virtual network is highly dynamic.

The structure of the paper is as follows. Section II describes the research background regarding the problem addressed. Section III describes the proposed monitoring framework. Section IV describes how the framework was implemented and tested in simulation and in a real-life virtual network testbed. Section V describes tests of node placement algorithms. Section V describes scalability tests. Section V describes tests of information filtering. Finally, section VI concludes this paper.
II. BACKGROUND

Virtual networks aim at better utilisation of the underlying infrastructure [5] in terms of (i) reusing a single physical or logical resource for multiple other network instances, or (ii) to aggregate multiples of these resources, in order to obtain more functionality, such as providing a pool of resources that can be utilised on demand. As an example, virtual networks can be aggregated (or federated) together. Such an approach requires aggregation and dissolution of control, data, and information planes, which is a challenging problem. Manageability is considered to be the biggest concern for network virtualisation [6].

Management applications need to be adaptive to a rapidly changing environment with respect to specific network properties, and to service or user requirements, as examples. This implies that management applications should be supported by a platform that collects, processes, and disseminates information characterising the virtual network. Monitoring is a main management problem in the network virtualisation environment [6].

Key design requirements of an information management infrastructure are: (i) information collection from the sources (e.g., virtual routers), (ii) information processing that produces different information abstractions, and (iii) information dissemination to the management entities exploiting that information. It is common that such design approaches aggregate information using aggregate functions. In [7], the authors employ a QoS data aggregation/refinement technique in order to ensure end-to-end service quality stated in service level agreements (SLAs). Other approaches addressing the fundamental trade-off between information accuracy and management overhead using information aggregation include [8] and [9]. Consequently, real-time monitoring of network parameters may introduce significant communication overhead, especially for the root-level nodes of the aggregation trees. Information flow should adapt to both the information management requirements and the constraints of the network environment, one example being: changes in the information collection configuration.

Existing proposals on monitoring virtual networks primarily cover experimental infrastructure focused on monitoring or explore particular monitoring aspects. For example, Planetlab [10] uses resource monitoring through a resource broker, realizing admission control. In [11], the authors propose monitoring over virtual networks as an enabler technology for accountability. Their focus is mainly on secure information probing mechanisms. In Cabo [12], topology discovery is realized through a discovery plane that uses flooding for dissemination of reachability information. In [13], the authors describe a solution for monitoring information representation through MIBlets, i.e., logical structures providing abstract and selective views of the physical network resources allocated to virtual networks. Virtual Internet infrastructure [14] supports dynamic discovery, deployment, and monitoring. Multiple overlays coexist, supporting control and network recursion. In [15], the authors introduced a common abstraction layer for all the management software in order to be able to aggregate information from diverse, even conflicting management paradigms, followed by different infrastructure providers. Other proposals target at specific virtual network environments, e.g., VNRM [16] for ATM networks.

In [17], the authors introduce performance metrics and an evaluation methodology for assessing performance of network and service monitoring frameworks. They studied the effect of load and number of managed nodes on scalability as well as the impact of management activities on the user-perceived performance of the framework. The same authors provide a queuing theoretical model of commonly used monitoring frameworks that explores scalability limits of such environments [18]. In this paper, we also consider scalability as a critical aspect. In [19], the authors evaluate different placement algorithms in the context of Content Distribution Networks (CDNs). In [20], the authors investigate the performance of topology-informed replicated server placement.

Existing monitoring systems such as Ganglia [21], Nagios [22], MonaLisa [23], R-GMA [24] and GridICE [25] have addressed the monitoring of large distributed systems. They are designed for fixed, and relatively slowly changing physical infrastructure that includes servers, services on those servers, routers and switches. However, they have not addressed or assumed a rapidly changing and dynamic infrastructure as present in virtual environments. In the physical world, new nodes/routers do not appear or disappear very often. Sometimes some new routers and servers are purchased and added to a rack, and a router or server may fail. Also, it is rare that a server will move from one location to another. In the virtual world, the opposite is the case. Many new virtual routers and virtual hosts can appear and disappear rapidly, often within minutes. Furthermore, the virtual hosts can be migrated from one network to another while still retaining their capabilities. Approaches, such as [26], perform monitoring over virtual networks, at the service level, without addressing the constraints of the virtual network environment.

III. INFORMATION MANAGEMENT OVERLAY

The Information Management Overlay (IMO) described here is a fundamental component of an Autonomic Network architecture [27]. The IMO can be seen as an implementation of a Knowledge Plane (such as the Knowledge Plane proposed in [28]) for a network which provides an interface for management applications to gain information about a network. The aim of the IMO is to allow the efficient and scalable collection of data about a running network. In this paper, we present an IMO which is suitable for virtual networks. In a virtual network, the topology may change dynamically as new nodes may be added to the network at any time.

The IMO is a management infrastructure that collects, processes, and disseminates information from/to the network entities and management applications, acting as an enabler for autonomous self-management functionality. It consists of the IMO Controller and a number of IMO-nodes placed at different points in the network, forming a hierarchy. A Management Application can interact with the IMO Controller (see Figure 1) by specifying its requirements in terms of the
information sources, the type of information, the monitoring rate, the aggregation function, etc. Furthermore, it can specify performance optimisation requirements with respect to network overhead or processing cost. The IMO Controller performs overlay-wide control of the platform and enforces decisions by communicating with the appropriate IMO-nodes, in order to satisfy the above requirements.

The key factors that allow the IMO to be scalable, efficient, and robust are the quantity and the placement of the IMO-nodes. Since the latter are a subset of the network nodes, each topology should be carefully analysed, based on algorithms that enable the optimum deployment of the IMO-nodes in an automated manner.

The IMO-nodes themselves may have one of the following roles: (i) to collect information, acting as Information Collection Points (ICPs), (ii) to aggregate information, acting as Information Aggregation Points (IAPs), or (iii) both, acting as Information Collection & Aggregation Points (ICAPs). Our infrastructure supports both optimum placement of IMO-nodes and information filtering based on accuracy objectives, in order to adjust the performance-related trade-offs.

Information Collection Points (ICPs) originate the data to be monitored. They are either the machines where that data is generated or monitoring points associated with a network of machines and collecting the data for that network. The ICPs are built on a Lattice Data Source and are controlled by the IMO. The IMO may select the nature of the data to be collected, the frequency of data collection, and various filtering options.

Information Aggregation Points (IAPs) aggregate the data from the ICPs. The IMO configures each ICP to send its data periodically to one IAP (an IAP may also be an ICP, which is an instance of an ICAP, in which case it keeps the data). The data sent to the IAPs may be filtered or combined using various statistical functions. The IAPs are built as a Lattice Data Consumer.

The IMO Controller is responsible for the setup and optimisation of the overlay. It takes input from a management application regarding the optimisation requirements, such as the percentage of nodes that are to be IAPs or the filtering that is required at ICPs. It then configures the ICPs and the IAPs via their respective controllers. The IMO Controller has many components, but its 3 main components are: the optimisation algorithms, the information store, and the policy engine. These are the core part of the IMO management and decision making machinery. These components and well as the ICP and IAP are described in more detail in [1].

IV. TESTBED FRAMEWORK

This section describes the testbed and methods used to test the IMO system. The experimental framework described here uses a common experimental harness to drive both testbed run results and simulation results. The test runs are replicated several times to ensure replicability of results.

The testbed consists of a large number of software routers running inside Java Virtual Machines (JVMs) across a smaller number of physical host machines. The routers are logically independent software entities, which communicate with each other via network interfaces. The virtual router was developed by the authors to support much of the IP stack in an efficient way. Each physical machine can run as many as 70 of these virtual routers. The testbed executes on eleven physical machines running the elements of the IMO.

The underlying monitoring framework used by the testbed on the routers, known as Lattice, is described in [2] and [3]. The Lattice monitoring system has been used successfully to provide data on all of the virtual elements and the running services of a cloud computing service environment [2] as well as for virtual networks [3]. The measurements supplied have been used for service and network management.

The virtual routers used in the testbed are relatively complex software entities. They can be started and stopped in less than a second. They can be linked or unlinked to create quickly changing network topologies. The routers use distance vector routing with the split-horizon hack and poisoned reverse attempting to mitigate the count-to-infinity problem. In addition, routed packets have a time-to-live (to ensure they do not get stuck in routing loops). The routers, therefore, pass data hop-by-hop over the virtual network.

Each virtual router also implements virtual ports and networked applications can run on a datagram socket interface over these virtual ports. The Lattice monitoring software is run over these virtual ports. In this system, every virtual router is an ICP and a selected subset are IAP (and the ICP and IAP code is run as a Lattice application on every virtual router). Each ICP is informed when IAP it should pass data to and the monitoring data is routed hop-by-hop like any other data.

The results given in this paper, whether from simulation or from the testbed, have a common structure to aid comparability. Each “experiment” lasts one hour, results are collected every ten seconds, and the last fifty of these are averaged. Each point on the graph is then averaged over five experiment replications. The mean is plotted and error bars of plus and minus one standard deviation. Each point on every testbed graph therefore represents five hours of testbed time (simulations are, naturally, not done in real time). For simulation the traffic on the network is estimated using equation (1) whereas in the testbed setting the generated traffic is measured.
Because the final deployed nature of virtual networks remains quite uncertain, the testbed and simulation here rely on the input of arbitrary probability distributions to model node arrival rates and how nodes link together. In the experiments performed here, nodes arrive as a Poisson process (exponential distribution of inter-arrival times) as this has been shown to be a realistic distribution for a number of real traffic arrival processes on the current Internet [29, table 3]. Links are added between nodes as a random process, with every new node having one link plus a number of extra links, with a Poisson distribution. The nodes are linked at random (so older nodes will tend to acquire more links).

In the testbed framework the traffic generated by monitoring can be directly measured. This is the traffic between all the ICPs and their associated IAP generated by the monitoring data. For the simulation, this traffic level must be estimated, and is defined here.

Let \( N(t) \) be the set of nodes in the network at time \( t \) and let \( D_j(t) \) be the distance (number of hops) from node \( j \) to its nearest aggregation point at time \( t \). An estimate for a normalised traffic level \( T(t) \) is then given by

\[
T(t) = \sum_{j \in N(t)} D_j(t).
\]  

(1)

The Pressure algorithm is now defined. Define the “pressure score” for a node \( j \), \( P_j(t) \) as

\[
P_j(t) = \max_{i \in N(t)} (0, D_i(t) - d_{i,j}),
\]

where \( d_{i,j} \) is the distance (in hops) from node \( i \) to node \( j \). This can be calculated in a decentralised way by a node asking its neighbours for their distance and value of \( D_i(t) \) and this query being passed on recursively. It can be shown that choosing the node with the maximum pressure score \( P_j(t) \) is a locally-optimal, greedy algorithm for reducing the traffic as defined in (1). That is to say, the node with the highest \( P_j(t) \) is the best possible choice of a single node to become an IAP if the goal is reduction of traffic reduction. (The choice is only locally optimal as it takes no account of future network evolution or future choices of IAP).

For comparison, an algorithm from our previous work [1] called HotSpot is used. The HotSpot score for a node is

\[
H_j = d(1)_j^3 + d(2)_j^2 + d(3)_j,
\]

where \( d(i)_j \) is the number of neighbours at \( i \) hops node \( j \) has. This algorithm is used for comparison in addition to the baseline Random algorithm which simply picks any non-IAP node with equal likelihood.

In every experiment, a minimum proportion of nodes to be IAPs is selected. This is monitored every ten seconds. If the proportion of IAPs is below this, then a new IAP is selected according to either Pressure, HotSpot, or Random. ICPs update their preferred IAP when new IAPs are added or when topologies change.

In a large network it is envisaged that the IMO controller selecting the IAP would be decentralised. The calculation of HotSpot and Pressure scores do not require global information and could be achieved by the nodes successively querying their neighbours. The selection of the node with the highest score to become an IAP can then be achieved with standard decentralised election algorithms.

V. Results

The first part of this section describes how the traffic changes as the proportion of IAPs changes. The word “nodes” is used here and for the rest of the paper as a generic term incorporating routers in the testbed or simulation nodes. IAP nodes are a subset of these nodes chosen as IAPs. Each experiment run (whether in simulation or on the real testbed) takes a similar form. The network of nodes is grown from an empty network, using parameters as described in section IV. In simulation, new nodes arrive in the network at an average rate of one per second, so that after a one hour long run the network will average 3,600 nodes. On the testbed, new nodes arrive at the slower rate of one per twenty seconds, so that the average size is 180 nodes at the end of an hour.

Figure 2 (top) shows the estimated traffic per node versus the proportion of nodes which are IAPs for the simulation network. Three different node placement algorithms are tried. The traffic is in arbitrary units as calculated from equation (1) and is scaled by the number of nodes in the network. The proportion of nodes which are IAPs is tested with 1%, 2%, 5%, 10% and 20%. As would be expected, the higher the proportion of IAPs the less the estimated traffic per node. Roughly speaking, doubling the proportion of IAPs removes around 0.4 units of traffic per node for each scheme. The effect of changing the assignment scheme remains considerable. As it is expected, the Pressure scheme is best, the HotSpot scheme comes second, and the Random scheme is worst of all. The effect of moving from Random (the least efficient scheme) to Pressure (the most efficient) is approximately the same as doubling the proportion of IAPs in the network, which shows that an intelligent choice of IAP selection algorithm is certainly important.

Figure 2 (bottom) shows the same experiment on the testbed with an average of 180 nodes per run. Node proportions of 2%, 5% and 10% are tested (less than that would mean only two IAPs on the testbed one of which is always the first node create). The results are very similar to those from simulation although, due to the smaller network size, the error bars are proportionally larger. The Pressure algorithm clearly outperforms Random and seems to outperform HotSpot (although this could be argued since the results are re within one standard deviation). The advantages are more clear over HotSpot as the proportion of IAPs grows (this would be consistent with the idea of the Pressure algorithm being better at assigning monitoring nodes since it is used more often when there are more IAPs).

The conclusion of this section, therefore, is that the placement algorithm chosen for placement of IAP nodes for the IMO can make an important difference to the level of monitoring traffic observed. This finding is consistent in both simulation and on the testbed. While the simulation results are clearer (more nodes can be used for testing) the testbed results verify that the benefits do occur on a real system.
The second part of these results describe how the monitoring framework scales as the number of nodes increases. Figure 3 (top) shows the estimated traffic per node versus the number of nodes for the three placement algorithms in simulation. Node arrival rates are varied and five runs of each size are tried. The network size varies from an average of 36 nodes per run to an average of 36,000 nodes per run. It is important to note that the x-axis is plotted on a logscale. The number of nodes varies from around forty to around seven thousand. As can be seen, in common with the results from the previous section, the Pressure algorithm performs best, the HotSpot algorithm second best and the Random algorithm worst of all. More importantly, the scaling behaviour of all algorithms is acceptable and of the Pressure algorithm, very much so. For smaller experiments, the error bars (one standard deviation above or below the mean for five experimental runs) are large. This is to be expected since with only 40 nodes the placement of four IAPs could greatly vary the results. Also, if a particular experiment happened, by chance, to have 41 nodes (and hence five IAPs) the difference in traffic levels would be large. The most important conclusion is that the increase in traffic as the network increases in size is small (especially for the Pressure algorithm).

Figure 3 (bottom) shows the scaling results from the testbed using 10% of nodes as IAPs and using the same three placement algorithms. This confirms the good scaling behaviour of both the Pressure and HotSpot algorithms, and shows that the traffic does not grow greatly as the network size increases. Obviously, the testbed cannot run as many nodes as the simulation, the mean arrival rate is varied up to one router every five simulated seconds, giving the mean size of the final network as 720 nodes. As expected, Pressure is better than HotSpot, which is in turn better than Random (although, again, this conclusion should be treated with caution due to the size of the error bars in smaller network sizes). Note that the variation in number of nodes between the algorithms is due to statistical variation between runs.

The conclusions of this section are two fold. Firstly, the Pressure algorithm shows the best behaviour regardless of the proportion of IAPs as the number of nodes in the network grows. Secondly, the scaling behaviour of the monitoring system is excellent. The amount of monitoring traffic per node does not increase greatly as the network grows in size (indeed given error bars there’s little reason to suppose it increases at all). These are encouraging results in simulation and on the testbed for implementation of this monitoring system in a large network.

The third and final part of these results show the effects of filtering monitoring data at the ICP. Testbed results are shown with parameters as described in section IV and with a mean arrival rate of one node per twenty seconds, giving an average final network size of 180 nodes. As usual, each point on the graph is the average of five hour long experiments.
VI. Conclusions

This paper has described the implementation and testing of an Information Management Overlay (IMO) for virtual networks (and other highly dynamic network environments). The system described uses both Information Collection Points (ICPs) and Information Aggregation Points (IAPs) in conjunction with an IMO Controller to provide a scalable solution to monitoring and managing networks where topologies may change quickly.

The tests were carried out in simulation (for over 35,000 nodes) and in a real testbed of virtual routers (for over 700 routers). The results have shown that the proposed monitoring system performed extremely well, and that the choice of placement algorithm is important as intelligent placement of aggregation points can reduce monitoring traffic greatly. The system presented scales extremely well as the amount of monitoring traffic per node on the network did not significantly increase with the size of the network, by several orders of magnitude. The Pressure algorithm works better than the older HotSpot algorithm at reducing traffic and both are better than Random as would be expected. Finally, filtering the monitored traffic was shown to be a potentially useful way to reduce the level of monitoring traffic. The success of the filtering in reducing traffic depends greatly on the nature of the entity to be filtered and what a management system, which is to filter intelligently, must do with regard to the nature of the entity being monitored.

A future direction for this work would be automating the filtering process. It is clear that for the memory monitoring, 2% filtering is good for reducing traffic but for the CPU monitoring the reduction in accuracy is unlikely to be worth the trade-off. An intelligent automatic system could detect the appropriate filtering level based upon a management input describing the relative importance of information accuracy objective [30] and traffic reduction.
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